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the performance of the matching estimators considered here. Our results suggest that the 
1974 earnings are important for Dehejia and Wahba’s PSID data but not for their CPS data in 
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I. Introduction 

Using matching methods to estimate treatment effects under the assumption of 

selection on observables is attracting much attention from economists (see Imbens, 2004, 

for an excellent survey, and the references therein). Rosenbaum and Rubin (1983) show 

that matching on covariates and matching on the propensity score will both balance the 

distribution of the covariates in the treated group and the comparison group.  

The pros and cons of propensity score matching methods are a hotly debated topic 

in the literature, as in the exchange among Dehejia, Wahba, Smith, and Todd; see Dehejia 

and Wahba (1999, 2002), Dehejia (2005a, 2005b), and Smith and Todd (2005a, 2005b). 

Also see the empirical evidence in Mueser, Troske, and Gorislavsky (2005) from 

administrative data. The consensus that has emerged from this debate is “that propensity 

score methods are a valuable tool in the research’s arsenal and that these methods are not 

a silver bullet fix to all evaluation problems” (Dehejia, 2005b).  

Besides propensity score matching methods, there are other matching estimators 

available in the literature. For example, Imbens (2004) and Zhao (2004) discuss other 

matching metrics, including the Mahalanobis metric. Abadie and Imbens (2006) have 

derived large-sample properties of simple matching estimators based on a Euclidean-type 

metric. However, there is little empirical evidence on these matching estimators, which 

do not use propensity scores or the Mahalanobis metric (Imbens 2004).  

The main focus of this paper is using the data from the National Supported Work 

(NSW) Demonstration to present some evidence on the performance of non-propensity-

score-matching methods, and to compare them with propensity score methods.  
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We apply different matching metrics to the NSW data. For each metric, we also 

consider cross-section matching, difference-in-differences (DID) matching (Heckman, 

Ichimura, and Todd, 1997; Heckman, Ichimura, Smith, and Todd, 1998), and the bias-

correction technique (Rubin, 1973; Abadie and Imbens, 2002). Our study differs from 

Smith and Todd (2005a), though they use same data set as we do; their paper focuses on 

propensity score matching methods. Mueser, Troske, and Gorislavsky (2005) study both 

propensity score matching and Mahalanobis-metric matching, but they use administrative 

data.  

We are interested in studying other matching estimators besides propensity score 

methods, first, because propensity score matching does not dominate covariate-matching 

and nonmatching estimators (Hahn, 1998; Angrist and Hahn, 2004; Frölich, 2004; Zhao, 

2004). Second, because the large-sample standard error is available for covariate 

matching (Abadie and Imbens, 2006), but is not available for nearest neighborhood 

propensity score matching when the propensity score is unknown (Imbens, 2004).1 The 

widely used bootstrapping technique is invalid for calculating the standard error for 

nearest neighborhood matching estimators (Abadie and Imbens, 2005). Third, because 

matching based on a Euclidean-type metric does not need to specify a model, but 

matching based on propensity scores needs to specify a function for the propensity score 

if that is unknown. Balancing tests are usually carried out to select the proper 

specification for the propensity score. However, what is the best way to do the balancing 

test is still an unsolved problem (Smith and Todd, 2005b).2 

                                                           
1 Heckman, Ichimura and Todd (1997) give asymptotic standard error for kernel matching. 
2 Even if the propensity score is estimated semi-parametrically or non-parametrically, such as in Kordas 
and Lehrer (2003), it is still beneficial to carry out the balancing test. 



 3

The choice of the NSW data set has been driven by its importance in the 

evaluation literature since the work of LaLonde (1986), by the fact that there has 

accumulated considerable knowledge on evaluating the nonexperimental estimators using 

these data (see Section 3 on this), and by the experimental nature of the NSW data, which  

enables us to calculate the benchmark treatment effect. However, the NSW data also have 

some drawbacks, such as small sample size, lack of common support, and high variance 

of outcome variables.3 

The rest of the paper is organized as follows. Section II sets up the model using 

the potential-outcome framework, and discusses cross-section matching, DID matching, 

matching metrics other than the propensity score, and the bias-correction technique used 

in the paper. Section III describes the NSW data. Section IV presents matching results 

from different estimators using different metrics, with and without bias correction. 

Section V investigates two issues related to why matching estimators perform better in 

Dehejia and Wahba’s data than in LaLonde’s data. One issue concerns Ashenfelter’s dip, 

and the other is whether selection on observables is a valid assumption. Section VI 

concludes the paper. 

 

II. Model Setup and Methodology 

1. Model Setup 

We set up the model using the standard potential outcome framework as in Rubin 

(1974). This approach can be traced back to Neyman (1923), Roy (1951), and Quandt 

(1973). It is also referred as Fisher-Neyman-Roy-Quandt-Rubin model. We assume each 

                                                           
3 More information on the NSW data can be found in Hollister (1984), LaLonde (1986), Heckman and Hotz 
(1989), Dehejia and Wahba (1999, 2002), Smith and Todd (2005a). 
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individual has two potential outcomes 0 1( , )i iY Y  for a treatment, such as job training, 

education, or a welfare program. 1iY  is the outcome if individual i  is treated, and 0iY  is 

the outcome if individual i  is not treated. Let 1iD =  indicate that individual i  is treated, 

and 0iD =  indicate the contrary. With 0 1( , )i iY Y  we can define different treatment effects, 

such as those in Heckman and Vytlacil (1999, 2005), as follows: 

1 0i i iY Y∆ = −   Treatment effect for individual i  , 

[ ]ATE iE∆ = ∆   Average treatment effect for the population (ATE), 

[ | ]S iE i S∆ = ∆ ∈  Average treatment effect for the subpopulation S . 

When { : 1}iS i D= = , S∆  is the treatment effect on the treated, denoted as TT∆ . 

In this paper, we will focus on estimating TT∆ . 

2. Cross-Section Matching 

That the selection bias is only due to observables is formally characterized by the 

following two assumptions (Rosenbaum and Rubin, 1983): 

0 1-1:  ( ,  )  |M Y Y D X           Conditional-independence assumption, 

-2 : 0 ( 1| ) 1M prob D X< = <           Common-support assumption. 

where   is the notation for statistical independence as in Dawid (1979). -1M is also 

commonly referred as the unconfoundedness assumption or the exogeneity assumption. 

Under -1M and -2M , 

| 1 1 0{ [ | 1, ] [ | 1, ]}TT x DE E Y D X x E Y D X x=∆ = = = − = =  

| 1 1 0     { [ | 1, ] [ | 0, ]}x DE E Y D X x E Y D X x== = = − = = . 
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As pointed out by Heckman, Ichimura, and Todd (1997) and Smith and Todd 

(2005), -1M can be weakened to -1H  if TT∆  is the parameter of interest: 

  0 0-1: [ | 0, ] [ | 1, ]H E Y D X E Y D X= = = , 

-2 : ( 1| ) 1H prob D X= < . 

Using the so-called balancing property  

)|())(,0|())(,1|( pXprobpXpTXprobpXpTXprob iiiiiii ====== , 

Rosenbaum and Rubin (1983) prove that -1M  and -2M  imply 

0 1-1:  ( ,  )  | ( )P Y Y D p X , and 

-2 : 0 ( 1| ( )) 1P prob D p X< = < . 

It follows from -1P and -2P  that 

| 1 1 0{ [ | 1, ( ) ] [ | 1, ( ) ]}TT p DE E Y D p X p E Y D p X p=∆ = = = − = =   

| 1 1 0     { [ | 1, ( ) ] [ | 0, ( ) ]}p DE E Y D p X p E Y D p X p== = = − = = . 

3. Difference-in-Differences Matching 

Heckman, Ichimura, and Todd (1997) and Heckman, Ichimura, Smith, and Todd 

(1998) extend the cross-section-matching estimators to a longitudinal setting. The 

following assumptions justify DID covariate matching: 

0 0 '-1:   |t tDM Y Y D X−  , 

-2 : 0 ( 1| ) 1DM prob D X< = < . 

where the subscript t means the time period after treatment, and t′ means before 

treatment. Under -1DM and -2DM , we have 
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| 1 1 0

| 1 1 0 '

0 ' 0

| 1 1 0 ' 0 0 '

| 1 1 0 '

{ [ | 1, ] [ | 1, ]}

     { [ | 1, ] [ | 1, ]
        [ | 1, ] [ | 1, ]}
     { [ | 1, ] [ | 1, ]}

     { [

TT x D t t

x D t t

t t

x D t t t t

x D t t

E E Y D X x E Y D X x

E E Y D X x E Y D X x

E Y D X x E Y D X x
E E Y Y D X x E Y Y D X x

E E Y Y

=

=

=

=

∆ = = = − = =

= = = − = =

+ = = − = =
= − = = − − = =

= − 0 0 '| 1, ] [ | 0, ]}t tD X x E Y Y D X x= = − − = =

 

TT∆  is also identifiable if -1DM  is replaced by the weaker assumption 

0 0 ' 0 0 '[ | 0, ] [ | 1, ]t t t tE Y Y D X E Y Y D X− = = − =  or 0 0[ | 0, ] [ | 1, ]t tE Y D X E Y D X= = = . 

Following a similar argument to that in Rosenbaum and Rubin (1983), -1DM  and 

-2DM  imply 

0 0 '-1:   | ( )t tDP Y Y D p X− , and 

-2 : 0 ( 1| ( )) 1DP prob D p X< = < . 

So DID matching can also be done on the propensity score. Heckman, Ichimura, and 

Todd (1997) and Heckman, Ichimura, Smith, and Todd (1998) use a weaker version 

of -1DP , 0 0 ' 0 0 '[ | 0, ( )] [ | 1, ( )]t t t tE Y Y D p X E Y Y D p X− = = − = , in their paper.  

-1DP can be replaced by 0 0[ | 0, ( )] [ | 1, ( )]t tE Y D p X E Y D p X= = = to identify TT∆ . 

4. Matching Metrics 

Besides the propensity score metric, which uses the absolute difference of 

propensity score to select observations, we consider five additional metrics here: the 

standard Euclidean metric Ed , the Mahalanobis metric Md , the metric AId  used in Abadie 

and Imbens (2002, 2006), and the metrics 1Zd  and  2Zd  in Zhao (2004). 

All of these metrics can be written as 1 0 1 0( ) ( ) 'D D D DX X W X X= = = =− − , 

where 1DX = and 0DX =  are covariates in the treated group and comparison group, 

respectively. The only difference is the weighting matrix W. Ed  is weighted by an 
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identity matrix, Md  is weighted by the inverse of the variance-covariance matrix of X, 

AId is weighted by a diagonal matrix with the inverse of the variances of the X’s as its 

elements,  1Zd  is weighted by a diagonal matrix with the squares of the coefficients from 

the estimated propensity score as its elements, and 2Zd  is weighted by a diagonal matrix 

with the coefficients from a linear regression of the outcome variable on the covariate as 

its elements (see Imbens, 2004, and Zhao, 2004 for discussions of these metrics).  

In this paper, including the tables, we refer to Ed , Md , AId , 1Zd , and 2Zd  as the 

Euclidean metric, Mahalanobis metric, Abadie-Imbens metric, treatment status metric, 

and outcome metric, respectively. 

5. Bias Correction 

When the matching is not exact, the matching results may be biased (Imbens, 

2004). Abadie and Imbens (2002) show that when the number of covariates is large, the 

bias of nearest-neighborhood matching can dominate the variance. 

Define the two potential outcome equations and the selection equation as follows: 

iii XfY 111 )( ε+= , where i1ε  is iid with 0]|[ 1 =ii XE ε , 

iii XfY 000 )( ε+= , where i0ε  is iid with 0]|[ 0 =ii XE ε , 

( * 0)i iD I D= > , where )(⋅I is the indicator function, and 

* ( )i iD h X ν= + , where iµ  is iid with [ | ] 0i iE Xν = . 

Suppose observation i in the treated group matches observation j in the 

comparison group. The idea of matching is to use 0 jY to impute the counterfactual of 0iY .  

The bias from matching for treatment effect on treated is 
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1 0 1 0 0 0

0 0

[ ] [ ] [ ]

[ ( ) ( )]
i j i i j i

j i

E Y Y E Y Y E Y Y

E f X f X

− − − = −

= −
 

If the matching is not exact, i.e., if j iX X≠ , the discrepancy between iX and jX may 

cause bias.  

Rubin (1973), Imbens (2004), and Abadie and Imbens (2002) discuss bias-

correction methods. The idea is to estimate 0 ( )f ⋅ , and to adjust the matching result by 

0̂ ( )jf X 0̂ ( )if X− , where 0̂ ( )f ⋅ is the estimate of 0 ( )f ⋅ . 4  In the literature, one usually 

assumes 0 ( )f ⋅  is a linear function (Imbens, 2004). Rubin (1973) and Imbens (2004) 

discuss three approaches to adjust the bias. In this paper, we follow Abadie, Drukker, 

Herr, and Imbens (2004) and only use the matched observations to estimate 0 ( )f ⋅ . 

As an interesting note, we find that the bias-correction results are identical for 

non-propensity-score cross-section matching and non-propensity-score DID matching. 

6. Discussions on Covariate Matching vs. Propensity Score Matching 

Though matching on covariates or on the propensity score can both remove the 

bias due to observables, if there are many covariates, especially continuous ones, 

matching on covariates runs into the curse of dimensionality. Since the work of 

Rosenbaum and Rubin (1983), propensity score matching has dominated the matching 

literature.  

However, it is very possible that individuals with the same propensity score will 

have very different treatment outcomes. Because of the balancing property, this will not 

be a problem if the number of observations at each propensity score value p is large. This 

                                                           
4 To estimate the average treatment effect and the treatment effect on the untreated, we also need to 
estimate 1( )f ⋅ . 
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can be easily seen if we compare propensity score matching methods with a randomized 

experiment. The foundation of a randomized experiment is 

( , | ) ( , | )prob X treated prob X controlν ν= , where X  is observable and ν  is 

unobservable. 

Zhao (2004) notes that the balancing property plays a similar role in propensity 

score matching, but propensity score matching methods differ from randomization in two 

important ways. First, propensity score matching only balances the observables. This is 

why the independence assumption -1M  is needed. Randomization balances both 

observable and unobservable variables, and equalizes selection bias in treated and 

control, as pointed out by Heckman (1996). 

Second, a randomized experiment balances the distributions for the whole sample, 

but propensity score matching balances the distributions at each individual propensity 

score value p. In other words, under -1M  and -2M , the matched sample at each 

propensity score value p is equivalent to a randomized sample.  

The estimate from propensity score matching can be thought of as a weighted 

average of the estimates from many mini “randomized experiments” (at different p’s). A 

substantial sample size is needed to obtain a meaningful estimate from a randomized 

experiment, and this is translated into a sufficiently large sample size at each p for a 

meaningful propensity score matching estimate. 

To facilitate the discussion, we denote by )(xm , )( pm  the numbers of matched 

pairs in an -x cell  with the same covariate x  and in a -p cell  with the same propensity 

score value p, respectively.  Let xr  be the number of covariate matching cells, and pr  be 

the number of propensity score matching cells. 
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When comparing covariate matching with propensity score matching, the 

advantage of propensity score matching over covariate matching is often characterized by 

dimensionality reduction, which comprises two aspects. One is that instead of controlling 

for high-dimensional X , it is enough to control for the propensity score ( )p X , a scalar. 

The other is that in general the number of p-cells, pr , is less than the number of x-cells, 

xr  (also see the discussion in Angrist and Hahn, 2004).  

Let us consider two polar cases. The first is a randomized experiment. This is the 

strongest case for propensity score matching. Since )( iXp  is the same for every 

individual in the randomization, pr  is 1. The advantage of the randomized experiment is 

the drastic reduction of pr  compared with xr . A randomized experiment can avoid the 

empty- or small-cell problem that usually plagues covariate matching when the sample 

size is small.  

The other polar case is that in which the correspondence between ( )p X  and X  is 

one-to-one. In this case, if exact matching is possible, matching on the propensity score 

and matching on covariates are equivalent, since in this case people with the same X must 

have the same p, and vice versa.  

If exact matching is impossible and instead we match on some neighborhood of 

the propensity score, the story is different. We note the fact that there does not exist a 

one-to-one and bicontinuous (i.e., both the function and its inverse function are 

continuous) correspondence between nR  space and 1R  space, i.e., nR  space and 1R  

space are not homeomorphic. It is natural to assume that ( )p X  is a continuous function 

of X . This implies that 1( )p X−  is not a continuous function of p .  
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The implication of this mathematical fact is shown in Figure 1. On the one hand, 

if 'X s , say 1X  and 2X , lie in the set A, then their ( )p X ’s, viz. 1p  and 2p , must lie in 

the set B [this follows from the continuity of ( )p X ]. On the other hand, there must be 

always some X ’s, say 3X  and 4X , that lie outside the set A, but whose ( )p X ’s, viz. 3p  

and 4p , are in the set B [this follows from the discontinuity of 1( )p X− ]. Their 

corresponding treatment outcomes can be quite different from the ones in the set A. 

Matching by the propensity score on some neighborhood of the propensity score bears 

the risk of matching 1p  with 4p , whose outcomes, 1( )f X  and 4( )f X , are quite different 

even though their propensity scores are similar and the correspondence between X  and p 

is one to one.  To average this kind of mismatching out, propensity score matching relies 

on the balancing property and needs the neighborhood of p  to contain a sufficiently 

large number of observations. In this case, the advantage of matching on covariates is 

obvious. 

The choice between propensity score matching and covariate matching depends 

on the size of the difference between pr  and xr  is. The combination of pr , xr , and 

)( pm  determines the preference between propensity score matching and covariate 

matching.  

Angrist and Hahn (2004) show that when cell sizes are small, when the 

explanatory power of the covariates to the outcomes is low after controlling for the 

propensity score, and when the probability of treatment is close to 0 or 1, propensity 

score matching dominates covariate matching.  

Mueser, Troske, and Gorislavsky (2005) compare propensity score matching and 

Mahalanobis-metric matching using administrative data. Zhao (2004) provides some 
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Monte Carlo evidence on covariate matching vs. propensity score matching, but there is 

no empirical study in his paper. In the following sections, we provide empirical evidence 

on the performance of different matching metrics, and compare them with propensity 

score matching. 

 

III. The National Supported Work Demonstration Data 

The NSW Demonstration is a randomized experiment conducted from 1975 to 

1980 to estimate the effects of a “supported” work experience on the disadvantaged 

population. It has four target groups: women on AFDC, former drug addicts, ex-

offenders, and high school dropouts of ages from 17 to 20; see Hollister (1984) for more 

information. This experiment has 3,214 observations in the treated sample and 3,402 in 

the control sample.   

The NSW data set has played an important role in the treatment effect literature. 

Lalonde (1986) uses observations of the AFDC group and males from the other three 

groups in the NSW experiment to evaluate different nonexperimental estimators. He uses 

the estimate from the NSW data set as the benchmark, and constructs new data sets by 

combining the NSW treated with the Panel Study of Income Dynamic (PSID) and the 

Current Population Survey (CPS). LaLonde applies different estimators, e.g. linear 

regression and difference-in-differences estimator to the constructed data, and finds that 

these estimators produce very different estimates and often have failed to replicate the 

benchmark.  
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Fraker and Maynard (1987) also use the NSW data. They focus on evaluating 

several approaches for selecting matched comparison samples. They reach similar 

conclusions to LaLonde’s.  

As a response, Heckman and Hotz (1989) apply tests to aid the choice among 

estimators. They point out that different non-experimental estimators impose different 

assumptions; hence the estimates could be different. The model specification test can be 

used to choose among different estimators.  

They propose three types of tests based on preprogram information on program 

participants, postprogram experimental information on controls (this is the same exercise 

as in LaLonde (1986) among others), and overidentified restrictions. Using AFDC 

women and high school dropouts of the NSW data, they demonstrate that their tests can 

filter out estimators that produce estimates inconsistent with the experimental benchmark 

and not reject estimators that produce estimates close to the benchmark.5  

Using propensity score methods, Dehejia and Wahba (1999, 2002) successfully 

replicate the benchmark result, but Smith and Todd (2005a) show that their success in 

doing so has to do with the data selected by them rather than with the propensity score 

matching method per se, and their results are very sensitive to the covariates included in 

the scores and to the particular sample used. 

The data sets used in LaLonde (1986), Dehejia and Wahba (1999, 2002), and 

Smith and Todd (2005a) are different.  

                                                           
5 The sample size in Heckman and Hotz (1989) is larger than the one in LaLonde (1986). There are 566 
AFDC women and 800 high school dropouts in the treated groups of the NSW data used by Heckman and 
 Hotz (1989). The outcome variables are 1978 and 1979 earnings. 
 



 14

LaLonde’s data includes the AFDC group and males from the other three groups 

as mentioned above. Dehejia and Wahba’s data set is a subset of LaLonde’s male sample, 

and it includes only these males with earnings information in months 13 to 24 before 

random assignment. For simplicity, we follow Dehejia and Wahba (1999), and refer to 

this information as 1974 earnings, though in fact it is not. Smith and Todd’s data is a 

subset of Dehejia and Wahba’s data set, and their data excludes the observations that 

were randomized after April 1976; see Smith and Todd (2005a) for detailed discussion of 

differences among these samples.  

Dehejia and Wahba (1999, 2000) also study the LaLonde’s data. Smith and Todd 

(2005a) also present results on the LaLonde’s data as well as Dehejia and Wahba’s data. 

Since we want to examine the effectiveness of different matching methods and do 

not want other sample selection procedures to contaminate the matching process, our 

estimation is focused on the whole CPS and PSID samples, i.e., CPS-SSA-1 and PSID-1 

in LaLonde (1986), and CPS-1 and PSID-1 in Dehejia and Wahba (1999).  

 

IV. Matching Results6 

As in the work of Smith and Todd (2005a), we use the propensity score metric, 

Euclidean metric, Mahalanobis metric, Abadie-Imbens metric, treatment-status metric, 

and outcome metric to carry out cross-section and DID matching on both LaLonde’s data 

                                                           
6 All matching results, including related standard errors, are estimated using the Stata nnmatch ado file by 
Abadie, Drukker, Herr, and Imbens (2004) except where otherwise noted. When there are comparison 
observations with identical propensity score values, the nnmatch routine of Abadie, Drukker, Herr, and 
Imbens (2004) uses all of them, so numerical results from nnmatch differ slightly from the ones estimated 
by the psmatch routines of Leuven and Sianesi (2003). Results on propensity score matching using 
psmatch2 are available from the author upon request. 
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set and Dehejia and Wahba’s data set.7 The propensity scores are estimated using the 

treated groups of the NSW along with the comparison groups from CPS or PSID data. 

All results are from nearest-neighborhood matching with replacement. Nearest-

neighborhood matching assign the same weight to matched comparison observations, 

while kernel matching (Heckman, Ichimura, and Todd, 1997; Heckman, Ichimura, Smith, 

and Todd, 1998) weights the matched observations differently according to the selected 

kernel. Both nearest-neighborhood matching with multiple matches and kernel matching 

can reduce the standard error. 

In the following discussion, we refer the treated group of the LaLonde’s NSW 

sample plus the comparison group from the CPS as LaLonde’s CPS data; the treated 

group of the LaLonde’s NSW sample plus the comparison group from the PSID as 

LaLonde’s PSID data; the treated group of the Dehejia and Wahba’s NSW sample plus 

the comparison group from the CPS as the Dehejia and Wahba’s CPS data; the treated 

group of the Dehejia and Wahba’s NSW sample plus the comparison group from the 

PSID as the Dehejia and Wahba’s PSID data. 

We also refer the LaLonde’s CPS and PSID data collectively as the LaLonde’s 

data, and the Dehejia and Wahba’s CPS and PSID data collectively as the Dehejia and 

Wahba’s data, 

1. Cross-Section Matching Estimates 

Panel A in Table 1 to 4 shows results from different nearest-neighborhood (with 

one, four, and eight matches) cross-section matching estimators.  

                                                           
7 Smith and Todd (2005a, b) directly estimate bias from control groups and comparison groups. This paper 
estimate bias indirectly from treated groups, comparison groups and experimental benchmark. Results here 
are complementary to the ones in Smith and Todd (2005a, b). 
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Table 1 and Table 2 are results for Dehejia and Wahba’s data. The propensity 

score specifications are the same as the specifications in Dehejia and Wahba (1999).8 

Measured by the closeness to the benchmark (column 4 and 10), the results from different 

metrics are very similar and there is no evidence that one estimator dominates the other, 

though the simple OLS has the lowest mean squared error (MSE) in the Dehejia and 

Wahba’s CPS data.  

Imposing the common-support condition has little effect on the results. For some 

estimators it increases the bias, and for others it reduces the bias, but these changes are 

small. This is not surprising, given that more than 96% of treated observations are in the 

common support.9 Unlike subclassification estimators, nearest-neighborhood matching 

estimators match a treated observation with the nearest comparison observation(s), so the 

matched comparison observation(s) should not be far away from the common support 

when almost all the treated are in the common support and the number of matches is 

small. 

The estimates from LaLonde’s data are shown in Tables 3 and 4. The propensity 

score specifications are the same as in Dehejia and Wahba (2005a).  

Contrary to the estimates from Dehejia and Wahba’s data, all methods except one 

fail to replicate the NSW experimental benchmark. Most estimates do not even have the 

correct sign. Smith and Todd (2005a) have the same findings on propensity score 

matching when they use LaLonde’s data.  

                                                           
8 The specifications in Dehejia and Wahba (1999, 2002) are the same for their CPS data, but are different 
for their PSID data. The specifications in Dehejia (2005a) differ from the ones in Dehejia and Wahba 
(1999, 2002). It is worth noting that the correct specification of the propensity score is not unique in theory 
or in practice.  
9 99.7%, 96.8%, 97.6%, and 96.8% of treated are in the common support for LaLonde’s CPS data, Dehejia 
and Wahba’s CPS data, LaLonde’s PSID data, and Dehejia and Wahba’s PSID data, respectively. 



 17

The MSE’s of most estimators are three or four times larger than the MSE from 

experiment (assuming there is no bias from the experiment). 

The estimation from OLS motivated by Barnow, Cain, and Goldberger (1980) is 

as good as the estimates from propensity score-matching and non-propensity-score-

matching methods, if not better. Propensity score matching is sensitive to the smoothing 

parameter, i.e., the number of matches. 

In addition, we use two more criteria to evaluate the performance of different 

matching estimators. 

The first one is whether the estimate falls into the 95% confidence interval of the 

benchmark. From column 2 and 8 of Table 1 and Table 2, we see almost all estimators 

perform well according to this criterion. Again, almost all estimators perform poorly in 

Table 3 and Table 4. Abadie and Imbens (2002) also use this criterion to evaluate the 

performance of their bias-correction estimator. 

The second one is whether the estimator reaches the same conclusion as the 

benchmark at the 10% significance level, i.e., whether the estimator can detect a 

significant positive treatment effect at the 10% level.10 

The majority of the estimators can detect a significant positive effect at the 10% 

level for Dehejia and Wahba’s CPS data (columns 3 and 9 of Table 1), but the majority of 

them (except outcome metric matching) cannot do so for Dehejia and Wahba’s PSID 

data, even though the experimental benchmark is significant at the 1% level. 

For LaLonde’s data, none of the matching estimators detects a significant positive 

effect at the 10% level, and some of them even report a significant negative effect.11 

                                                           
10 Suppose the benchmark is the true treatment effect, and the null hypothesis is the treatment effect is zero, 
then this criterion is whether the matching estimators make Type II error at 10% significance level. 
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2. Difference-in-Differences Matching Estimates 

Panel A in Table 5 to 8 shows results from DID matching.   

First we note that for all data sets, a difference in differences in the 1978 earnings 

without any adjustment does at least as well as other methods (also see Table 5 in 

LaLonde, 1986). 

As in the findings on DID propensity score matching in Smith and Todd (2005a), 

DID matching improves the non-propensity-score-matching methods. Comparing 

columns 3 and 9 of Table 6 and Table 2 clearly shows that DID matching that a majority 

of the DID estimators that can detect a significant positive effect at the 10% level while 

cross-section matching cannot.12  

For LaLonde’s data, DID matching cannot replicate the experimental results 

either. 

The advantage of the DID version of propensity score-matching estimators over 

its cross-section counterpart is not significant. Neither version can detect a significant 

treatment effect in Dehejia and Wahba’s PSID data. 

As discussed earlier, the estimate from propensity score matching is the weighted 

average of the estimates at different propensity score values. The overall quality of the 

estimation relies on the quality of estimation at each propensity score value. It is 

interesting to examine more closely the intermediate estimates.  

Taking Dehejia and Wahba’s CPS data as an example, Figure 2 shows the 

treatment effect estimated at the pair level. It highlights that people with similar 

propensity scores can have very different treatment effects. 

                                                                                                                                                                             
11 The experimental benchmark is significant at the 6% level in the LaLonde data set. 
12 If measured by the MSE, the picture is not so clear. 
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We stratify the matched pairs into 18 cells by the propensity score of the treated 

observation. The width of each cell is 0.05 (since there is no treated observation with 

propensity score value larger than 0.9, there are 18 cells). Figure 3 shows two estimates 

of the treatment effects for each cell. One is from the NSW experiment using both the 

treated and the control observations. The other is from propensity score matching using 

Dehejia and Wahba’s CPS data. There is less volatility than at the pair level, but they are 

still very noisy. This offers a partial explanation for the high standard error of propensity 

score matching. 

Contrary to the common intuition that the people who have higher propensity 

score values also have larger treatment effects, it seems that the treatment effect is 

independent of the propensity score. 

3. Bias-Correction Results 

Bias-corrected estimates are in Panel B of Table 1 to 8. 

There are several results from these tables. First, in general, bias correction, i.e., 

adjustment of the covariates after matching, can reduce bias. But this is not always the 

case; for example, in Table 2 there are more incidents of bias increased than of bias 

decreased after bias correction. Second, the bias-correction technique considered here is 

more effective in LaLonde’s data than in Dehejia and Wahba’s data. This might be due to 

the larger sample size of LaLonde’s data. Third, like DID matching, bias-correction 

improves the estimator’s ability to detect a significant effect (Table 2), and reduces the 

cases of falsely reporting a significant negative effect when the benchmark is 

significantly positive (Tables 3, 4, and 7).  However, after correcting the bias, propensity 
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score matching still cannot detect a significant positive effect at the 10% level for Dehejia 

and Wahba’s PSID data.  

Using Dehejia and Wahba’s PSID data, Abadie and Imbens (2002) show 

matching with bias correction is more robust to the choice of the number of matches. 

As shown in Table 5 to 8, the bias-corrected estimates are identical for non-

propensity-score cross-section matching and non-propensity-score DID matching. 

Overall, we find that the matching results are close to the benchmark in Dehejia 

and Wahba’s data, but estimates using their CPS data tend to underestimate the treatment 

effect, and estimates using their PSID tend to overestimate it.  Given that the average 

earnings in the CPS are lower than in the PSID (Table 3 of LaLonde, 1986, and Table 1 

of Smith and Todd, 2005), if the matched comparison samples were randomly selected 

from the CPS and PSID, it would be the former that would overestimate the treatment 

effect. So the matching estimators tend to select lower earners in the PSID than in the 

CPS.  

Another possible explanation for this observation is that the PSID data include an 

oversampling of poor blacks, and matching estimators may disproportionately select 

matches from this subsample.  

For the different matching approaches considered here, increasing the number of 

matches usually lowers the standard error, but its effect on bias is ambiguous. 

Of the four non-propensity-score metrics in this paper, the standard Euclidean 

metric performs worst.  One major disadvantage of that metric is that it is not unit-free. 
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DID and bias-correction matching are more effective in Dehejia and Wahba’s 

PSID data, but neither of them can replicate the benchmark in LaLonde’s data.13  

 

V. Ashenfelter’s Dip and the Decomposition of Selection Bias  

In general, matching estimators perform better in Dehejia and Wahba’s data than 

in LaLonde’s data. Dehejia and Wahba (1999, 2002) and Dehejia (2005a) attribute this to 

Dehejia and Wahba’s data having more information on pretreatment earnings, but Smith 

and Todd (2005a) argue it is because Dehejia and Wahba’s data excludes high earners 

from the sample, so the matching process is easier. 

 In this section, we examine two important issues related to this topic: how 

important is Ashenfelter’s dip, and is the matching assumption—selection on 

observables—valid? 

1. Ashenfelter’s Dip 

Dehejia and Wahba’s data only include male observations that have information 

on the earnings 13 to 24 months prior the randomization (see Smith and Todd, 2005a). It 

is a nonrandom subsample of LaLonde’s data. 

The importance of preprogram earning history in the program evaluation has been 

well known since the discovery of the famous Ashenfelter’s dip in Ashenfelter (1978). In 

order to explore this issue further, we pretend that we do not have the 1974 earning 

information in Dehejia and Wahba’s data set and estimate the treatment effects without 

using the earning variable of 1974. Dehejia and Wahba (1999) have done a similar 

analysis using propensity score methods.14 

                                                           
13 DID and bias-correction matching are also more effective in LaLonde’s PSID data. 
14 They did not select the specification of propensity score through a balancing test in this analysis. 
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The propensity score specifications are selected through balancing tests using 

psmatch2 (Leuven and Sianesi, 2003). Table 9 reports the means of covariates used in the 

propensity score before and after matching. The means of all covariates are not 

significantly different between the treated group and the comparison group after 

matching. 

The matching results are reported in Table 10. Comparing Table 10 with Tables 1, 

2, 5, and 6, it can be seen that the contribution of the 1974 earning history in improving 

the estimation of the treatment effects is marginal in Dehejia and Wahba’s CPS data. 

With or without the 1974 earning history, the estimates from Dehejia and Wahba’s CPS 

data set are close to the NSW experimental benchmark, and often fall into the 95% 

confidence interval of the benchmark. 

But the 1974 earning history is important for Dehejia and Wahba’s PSID data. 

Without controlling for this information, though the estimated propensity score has 

balanced the covariates between treated group and comparison group, propensity score 

matching fails to replicate the experimental benchmark. Dehejia and Wahba (1999) have 

made a similar observation. 

2. Decomposition of Selection Bias 

 In order to examine the validity of matching, i.e., whether the selection bias on 

unobservables is negligible, we apply the approach in Heckman, Ichimura, Smith, and 

Todd (1998), and decompose the selection bias in LaLonde’s data and in Dehejia and 

Wahba’s data. 

First, we impose the common-support condition to eliminate selection bias arising 

from the difference in support between the treated group and the comparison group (see 



 23

Heckman, Ichimura, Smith, and Todd, 1998). Then, we further decompose the selection 

bias within the common support. Instead of decomposing the bias nonparametrically as in 

Heckman, Ichimura, Smith, and Todd (1998), we adopt a Blinder-Oaxaca-type 

decomposition approach (Blinder, 1973; Oaxaca, 1973). 

  Suppose the outcome equations for the treated group and the comparison group 

are 

  1 1 1 1Y Xα β ε= + + , 1iD =   (treated group) 

  0 0 0 0Y Xα β ε= + + , 0iD =  (comparison group) 

 The difference between 1̂Y  and 0̂Y —the sample means of Y  in the treated group 

and the comparison group, respectively—can be decomposed into three parts: treatment 

effect on treated, selection bias on observables, and selection bias on unobservables: 
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where 1X  and 0X  are the sample means of X  in the treated group and the comparison 

group, respectively. The first term is the treatment effect on the treated, which can be 

estimated using the NSW experimental data. The second term is the selection bias on 

observables. The last term is the selection bias on unobservables, and it is estimable given 

that we know ˆ
TT∆ . 

 Table 11 summarizes the decomposition results. There are several points worth 

noting. First, imposing the common-support condition eliminates a large share of the 

selection bias, from 30% in LaLonde’s CPS data to 66% in Dehejia and Wahba’s CPS 

data. Second, selection biases on observables are small compared with other components 
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of bias, ranging from 8% in Dehejia and Wahba’s CPS data to 21% in LaLonde’s CPS 

data. Third, selection biases on unobervables are sizable in all data sets, from 26% in 

Dehejia and Wahba’s CPS data to 49% in LaLonde’s CPS data. 

 Though we have not totally identified the factor(s) behind the different 

performance of matching estimators between LaLonde’s data and Dehejia and Wahba’s 

data, our results suggest that in order to replicate the experimental benchmark, the 1974 

earnings are more important for Dehejia and Wahba’s PSID data set than for their CPS 

data set.  

 After decomposing the selection bias, we find that a sizable selection bias on 

unobservables is present in all data sets. It is hard to argue that the matching assumption, 

selection on observables, is valid in any of the samples considered here. Nonetheless, we 

find that Dehejia and Wahba’s CPS data has the smallest selection bias on unobervables; 

matching estimators perform best in this data set. 

 

VI. Conclusions 

In this paper we have studied the performance of non-propensity-score estimators, 

and compared them with propensity score matching.  

Measured by the closeness to the benchmark, results from different estimators are 

very similar. They are equally good in Dehejia and Wahba’s data and are equally bad in 

LaLonde’s data. Our findings are similar to the findings in Smith and Todd (2005a) on 

propensity score matching methods. There is no evidence that one estimator dominates 

the other.   
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If we measure the performance of the estimators by whether they reach the same 

conclusion as the benchmark does at the 10% significant level, propensity score matching 

methods perform more poorly than other matching estimators in Dehejia and Wahba’s 

PSID data, and have similar performance to other estimators in other data sets. 

DID matching and bias correction can improve the estimation and reduces the 

standard error. Our results suggest that the bias-correction technique considered here is 

more effective in LaLonde’s data than in Dehejia and Wahba’s data. But DID matching 

and bias-correction matching do not improve the performance of propensity score 

matching in Dehejia and Wahba’s PSID data much, in that both DID and bias-correction 

versions of propensity score matching fail to detect a significant positive effect at the 

10% level in this data set. 

We examine two important issues related to why in general matching estimators 

perform better in Dehejia and Wahba’s data than in LaLonde’s data: the importance of 

Ashenfelter’s dip, and the validity of the matching assumption. Our results suggest that in 

order to replicate the experimental benchmark, the 1974 earnings are important for 

Dehejia and Wahba’s PSID data set, but are marginal for their CPS data set.  

 After controlling for selection bias due to non-overlap of support and for selection 

on observables, we find that sizable selection bias on unobservables persists in all data 

sets. It is hard to argue that selection on observables is a valid assumption in any data set 

studied here. Nonetheless, we find that Dehejia and Wahba’s CPS data has the smallest 

selection bias on unobervables; matching estimators perform best in this data set. 

The failure of matching methods in LaLonde’s data set highlights the fact that, 

like that of any nonexperimental estimator, the behavior of matching estimators largely 
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depends on the data and program. Matching is a useful estimator under suitable 

conditions, but it is definitely not the estimator for every evaluation. This is the consensus 

from Heckman, Ichimura, and Todd (1997), Heckman, Ichimura, Smith, and Todd 

(1998), Smith and Todd (2005a), and Dehejia (2005a, 2005b). 

We echo the lesson from Heckman, Ichimura, Smith, and Todd (1998) that there 

is no easy way in social program evaluation. A successful evaluation study requires 

detailed knowledge of the program, a thorough understanding of the selection process, a 

rich data set, and a careful consideration and choice of the estimation strategy. 
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Figure 1 Neighborhood Matching  

with One-to-One Correspondence between X and p 
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Note: 1. There are total 185 matched pairs.
          2. The matched pairs are sorted by the propensity score of the treated.

Figure 2 Treatment Effects of Matched Pairs in Dehejia and Wahba CPS Data
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Note: 1. There are total 185 matched pairs.
          2. The matched pairs are sorted by the propensity score of the treated.
          3.  The width of cell is 0.05. Since there is no observation with propensity score larger 
               than 0.9, there are only 18 cells. The numbers in the plot are the numbers of
               matched pairs in each cell.
          4. Dash lines are 95% confidence interval of experiment benchmark.

Figure 3 Treatment Effects of Matched Pairs by Cell in Dehejia and Wahba CPS 
Data
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Panel A: Matching without Bias-Correction
(1) (2)(3) (4) (5) (6) (7) (8)(9) (10) (11) (12)

Methods Coef. Bias Std. Error MSE Coef. Bias Std. Error MSE
NSW Experiment (Benchmark) 1794.34 * + 0.00 632.85 632.85 1794.34 * + 0.00 632.85 632.85
Simple Mean Difference -1739.02 - -3533.36 606.50 3585.03 -8497.52 - -10291.86 712.02 10316.46
OLS Regression 1599.42 * + -194.92 582.02 613.79 1566.87 * + -227.48 556.94 601.60
Propensity Score Matching (1:1) 937.23 * -857.11 1030.17 1340.10 730.38 * + -1063.96 1029.50 1480.50
Propensity Score Matching (1:4) 1719.45 * + -74.89 849.13 852.42 1672.93 * + -121.42 870.72 879.14
Propensity Score Matching (1:8) 1567.89 * + -226.45 803.94 835.23 1513.24 * + -281.11 819.80 866.65
Euclidean Metric Matching (1:1) 2026.48 * + 232.13 825.55 857.56 1313.67 * -480.67 841.91 969.47
Euclidean Metric Matching (1:4) 1578.14 * + -216.20 669.13 703.19 1214.55 * + -579.79 659.85 878.38
Euclidean Metric Matching (1:8) 1357.11 * + -437.23 625.72 763.35 1078.62 * + -715.73 630.08 953.55
Mahalanobis Metric Matching (1:1) 1614.82 * + -179.53 989.53 1005.69 1715.67 * + -78.67 960.77 963.99
Mahalanobis Metric Matching (1:4) 1511.97 * + -282.37 779.08 828.67 1333.56 * + -460.79 779.70 905.68
Mahalanobis Metric Matching (1:8) 1184.46 * -609.88 735.86 955.74 1115.66 * -678.68 736.73 1001.69
Abadie and Imbens Metric Matching (1:1) 2182.09 * + 387.75 934.16 1011.43 1723.84 * + -70.50 905.55 908.29
Abadie and Imbens Metric Matching (1:4) 1636.66 * + -157.69 783.86 799.56 1520.17 * + -274.18 785.18 831.67
Abadie and Imbens Metric Matching (1:8) 1398.12 * + -396.22 729.66 830.30 1298.87 * + -495.48 735.55 886.86
Outcome Metric Matching (1:1) 1819.19 * + 24.85 971.80 972.12 1623.19 * -171.16 1019.67 1033.94
Outcome Metric Matching (1:4) 1528.28 * + -266.06 792.34 835.82 1363.55 * + -430.80 804.03 912.17
Outcome Metric Matching (1:8) 1701.03 * + -93.31 719.76 725.78 1567.07 * + -227.27 722.96 757.84
Treatment Status Metric Matching (1:1) 1898.96 * + 104.62 896.48 902.56 1563.19 * + -231.15 903.13 932.24
Treatment Status Metric Matching (1:4) 860.67 * -933.67 731.29 1185.97 618.87 * -1175.47 712.53 1374.57
Treatment Status Metric Matching (1:8) 596.67 * -1197.67 670.53 1372.60 313.57 -1480.77 656.68 1619.85
Panel B: Matching with Bias-Correction

Methods Coef. Bias Std. Error MSE Coef. Bias Std. Error MSE
Propensity Score Matching (1:1) 932.13 * -862.21 1030.15 1343.36 728.69 * -1065.65 1029.32 1481.59
Propensity Score Matching (1:4) 1720.83 * + -73.52 849.16 852.34 1681.23 * + -113.11 870.68 877.99
Propensity Score Matching (1:8) 1595.45 * + -198.89 804.04 828.27 1550.19 * + -244.15 819.60 855.19
Euclidean Metric Matching (1:1) 1892.62 * + 98.28 827.02 832.84 1208.02 * -586.33 827.91 1014.50
Euclidean Metric Matching (1:4) 1883.99 * + 89.65 668.05 674.04 1511.52 * + -282.82 656.64 714.96
Euclidean Metric Matching (1:8) 1874.09 * + 79.75 624.13 629.21 1509.86 * + -284.48 625.77 687.40
Mahalanobis Metric Matching (1:1) 1654.16 * + -140.18 971.94 982.00 1806.98 * + 12.63 950.35 950.43
Mahalanobis Metric Matching (1:4) 1612.29 * + -182.05 773.72 794.85 1467.39 * + -326.95 769.30 835.90
Mahalanobis Metric Matching (1:8) 1452.60 * + -341.74 731.16 807.08 1349.62 * + -444.72 731.10 855.74
Abadie and Imbens Metric Matching (1:1) 2227.29 * + 432.94 920.98 1017.67 1795.52 * + 1.17 905.66 905.66
Abadie and Imbens Metric Matching (1:4) 1783.84 * + -10.50 779.54 779.61 1734.99 * + -59.35 778.82 781.07
Abadie and Imbens Metric Matching (1:8) 1652.51 * + -141.83 727.44 741.14 1622.28 * + -172.06 730.31 750.31
Outcome Metric Matching (1:1) 1889.73 * + 95.39 961.25 965.98 1697.62 * + -96.72 1006.55 1011.19
Outcome Metric Matching (1:4) 1425.75 * + -368.59 785.58 867.75 1258.21 * -536.13 794.51 958.48
Outcome Metric Matching (1:8) 1449.22 * + -345.12 714.93 793.87 1394.54 * + -399.80 714.45 818.71
Treatment Status Metric Matching (1:1) 2191.03 * + 396.68 880.90 966.10 1879.35 * + 85.01 884.06 888.14
Treatment Status Metric Matching (1:4) 1796.96 * + 2.62 715.70 715.71 1589.28 * + -205.06 693.26 722.95
Treatment Status Metric Matching (1:8) 1843.96 * + 49.62 656.49 658.37 1755.15 * + -39.19 643.90 645.09

Note: 1.The specification of the propensity score is the same as in Table 3 of Dehejia and Wahba (1999), including
              constant, age, education, no degree, married, black, hispanic, age squared, education squared, re74, re75,
              age cubed, u74, u75, education*re74. 
          2. The specification of the OLS is the same as the specification of the propensity score.
          3. Standard errors are estimated using nnmatch based on the formula in Abadie and Imbens (2002).   
          4. The 95% confidence interval from the experiment benchmark is [551,3038]. In column (2) and (8), * indicates the
               estimate falls into this interval.
          5. The benchmark is significant at 1% level. In column (3) and (9), "+"/"-"/blank indicates at 10% level, the estimate 
              positively significant/negatively significant/insignificant.

Without Common Support Condition

Table 1 Estimates from Cross-Section Matching Using Dehejia and Wahba's CPS Data

Without Common Support ConditionWith Common Support Condition

With Common Support Condition
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Panel A: Matching without Bias-Correction
(1) (2)(3) (4) (5) (6) (7) (8)(9) (10) (11) (12)

Methods Coef. Bias Std. Error MSE Coef. Bias Std. Error MSE
NSW Experiment (Benchmark) 1794.34 * + 0.00 632.85 632.85 1794.34 * + 0.00 632.85 632.85
Simple Mean Difference -6707.16 - -8501.50 689.59 8529.42 -15204.78 - -16999.12 1154.61 17038.29
OLS Regression 26.27 -1768.07 1026.90 2044.65 216.85 -1577.50 1105.87 1926.51
Propensity Score Matching (1:1) 515.90 -1278.44 1900.01 2290.08 552.29 * -1242.05 1866.97 2242.38
Propensity Score Matching (1:4) 2186.95 * 392.61 1556.17 1604.93 2126.54 * 332.20 1564.49 1599.37
Propensity Score Matching (1:8) 1173.86 * -620.49 1429.31 1558.18 1068.03 * -726.32 1452.44 1623.92
Euclidean Metric Matching (1:1) 914.13 * -880.21 1463.66 1707.94 990.65 * -803.69 1475.66 1680.32
Euclidean Metric Matching (1:4) 1460.22 * -334.12 1265.80 1309.16 1485.43 * -308.91 1254.82 1292.28
Euclidean Metric Matching (1:8) 1512.87 * -281.47 1184.57 1217.55 1472.61 * -321.73 1183.71 1226.66
Mahalanobis Metric Matching (1:1) 2375.80 * 581.45 1551.57 1656.94 2050.49 * 256.14 1724.71 1743.63
Mahalanobis Metric Matching (1:4) 1898.70 * 104.36 1303.56 1307.73 1629.94 * -164.40 1442.21 1451.55
Mahalanobis Metric Matching (1:8) 954.05 * -840.29 1132.80 1410.43 940.77 * -853.57 1214.59 1484.53
Abadie and Imbens Metric Matching (1:1) 2453.76 * 659.41 1655.87 1782.33 2037.16 * 242.82 1726.21 1743.20
Abadie and Imbens Metric Matching (1:4) 2206.81 * 412.47 1411.88 1470.90 2040.10 * 245.75 1505.25 1525.18
Abadie and Imbens Metric Matching (1:8) 1791.33 * -3.01 1168.24 1168.24 1634.21 * -160.13 1265.23 1275.32
Outcome Metric Matching (1:1) 2915.60 * + 1121.25 1434.47 1820.69 2886.14 * + 1091.80 1490.75 1847.80
Outcome Metric Matching (1:4) 2346.68 * + 552.34 1247.67 1364.47 2204.41 * + 410.07 1252.49 1317.91
Outcome Metric Matching (1:8) 2077.97 * + 283.63 1097.50 1133.56 1988.80 * + 194.45 1098.50 1115.58
Treatment Status Metric Matching (1:1) 1259.79 * -534.55 1362.17 1463.30 1190.37 * -603.97 1377.96 1504.51
Treatment Status Metric Matching (1:4) 1233.79 * -560.55 1155.06 1283.89 1018.93 * -775.41 1150.38 1387.31
Treatment Status Metric Matching (1:8) 223.13 -1571.21 948.47 1835.29 51.01 -1743.33 937.65 1979.50

Methods Coef. Bias Std. Error MSE Coef. Bias Std. Error MSE
Propensity Score Matching (1:1) 514.34 -1280.01 514.34 1379.48 550.88 * -1243.46 1860.69 2237.93
Propensity Score Matching (1:4) 2179.60 * 385.25 1549.71 1596.88 2121.15 * 326.81 1557.88 1591.79
Propensity Score Matching (1:8) 1258.56 * -535.78 1410.40 1508.73 1162.21 * -632.13 1431.77 1565.11
Euclidean Metric Matching (1:1) 2164.44 * 370.10 1504.18 1549.04 2018.86 * 224.52 1520.70 1537.18
Euclidean Metric Matching (1:4) 2687.07 * + 892.72 1278.97 1559.72 2707.34 * + 912.99 1271.57 1565.39
Euclidean Metric Matching (1:8) 2503.46 * + 709.11 1204.80 1398.00 2446.61 * + 652.27 1201.94 1367.52
Mahalanobis Metric Matching (1:1) 2793.25 * + 998.91 1536.63 1832.77 2519.92 * 725.58 1702.16 1850.35
Mahalanobis Metric Matching (1:4) 2529.17 * + 734.83 1275.46 1472.00 2458.96 * + 664.62 1377.00 1529.00
Mahalanobis Metric Matching (1:8) 2461.20 * + 666.85 1113.36 1297.80 2438.26 * + 643.92 1114.19 1286.87
Abadie and Imbens Metric Matching (1:1) 2537.02 * 742.68 1686.76 1843.03 2374.69 * 580.34 1709.32 1805.15
Abadie and Imbens Metric Matching (1:4) 2396.05 * + 601.71 1391.83 1516.32 2332.11 * 537.77 1467.61 1563.03
Abadie and Imbens Metric Matching (1:8) 2430.88 * + 636.53 1139.79 1305.49 2309.19 * + 514.85 1216.79 1321.23
Outcome Metric Matching (1:1) 2666.31 * + 871.96 1440.33 1683.71 2634.32 * + 839.97 1505.66 1724.11
Outcome Metric Matching (1:4) 2570.90 * + 776.56 1246.51 1468.61 2505.80 * + 711.46 1250.00 1438.29
Outcome Metric Matching (1:8) 2432.02 * + 637.68 1094.33 1266.57 2404.62 * + 610.27 1094.08 1252.78
Treatment Status Metric Matching (1:1) 2111.34 * 317.00 1431.35 1466.03 2019.13 * 224.78 1448.67 1466.00
Treatment Status Metric Matching (1:4) 2577.44 * + 783.10 1160.75 1400.21 2420.08 * + 625.73 1159.02 1317.15
Treatment Status Metric Matching (1:8) 2420.76 * + 626.42 953.74 1141.06 2284.50 * + 490.16 941.92 1061.83

Note: 1. The specification of the propensity score is the same as in Table 3 of Dehejia and Wahba (1999), including
              constant, age, education, no degree, married, black, hispanic, age squared, education squared, re74, re75, 
              re74 squared, re75 squared, u74*black.
          2. The specification of the OLS is the same as the specification of the propensity score.
          3. Standard errors are estimated using nnmatch based on the formula in Abadie and Imbens (2002).   
          4. The 95% confidence interval from the experiment benchmark is [551,3038]. In column (2) and (8), * indicates the estimate falls
              into this interval.
          5. The benchmark is significant at 1% level. In column (3) and (9), "+"/"-"/blank indicates at 10% level, the estimate 
              positively significant/negatively significant/insignificant.

With Common Support Condition Without Common Support Condition

Table 2 Estimates from Cross-Section Matching Using Dehejia and Wahba's PSID Data

Panel B: Matching with Bias-Correction

With Common Support Condition Without Common Support Condition
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Panel A: Matching without Bias-Correction
(1) (2)(3) (4) (5) (6) (7) (8)(9) (10) (11) (12)

Methods Coef. Bias Std. Error MSE Coef. Bias Std. Error MSE
NSW Experiment (Benchmark) 886.30 * + 0.00 472.09 472.09 886.30 * + 0.00 472.09 472.09
Simple Mean Difference -5953.77 - -6840.07 528.25 6860.44 -8870.31 - -9756.61 562.48 9772.81
OLS Regression -944.73 - -1831.03 457.99 1887.44 -1043.16 - -1929.46 449.49 1981.12
Propensity Score Matching (1:1) 824.90 * -61.41 679.00 681.77 824.69 * -61.62 677.80 680.60
Propensity Score Matching (1:4) -201.65 -1087.95 585.95 1235.71 -215.17 -1101.48 586.57 1247.92
Propensity Score Matching (1:8) -243.45 -1129.75 566.09 1263.65 -246.34 -1132.64 566.80 1266.55
Euclidean Metric Matching (1:1) -1613.46 - -2499.76 650.68 2583.06 -1609.74 - -2496.04 648.42 2578.89
Euclidean Metric Matching (1:4) -1696.34 - -2582.64 505.57 2631.66 -1736.68 - -2622.98 504.92 2671.14
Euclidean Metric Matching (1:8) -1858.59 - -2744.89 474.60 2785.62 -1859.03 - -2745.34 473.56 2785.88
Mahalanobis Metric Matching (1:1) -400.67 -1286.97 688.95 1459.77 -549.78 -1436.08 700.22 1597.70
Mahalanobis Metric Matching (1:4) -549.50 -1435.80 563.64 1542.47 -481.42 -1367.72 557.90 1477.13
Mahalanobis Metric Matching (1:8) -450.70 -1337.01 535.73 1440.35 -411.44 -1297.75 528.75 1401.33
Abadie and Imbens Metric Matching (1:1) -387.41 -1273.71 697.96 1452.41 -491.97 -1378.27 705.26 1548.23
Abadie and Imbens Metric Matching (1:4) -392.84 -1279.14 565.55 1398.59 -471.44 -1357.75 558.87 1468.27
Abadie and Imbens Metric Matching (1:8) -365.27 -1251.57 539.89 1363.05 -403.41 -1289.72 536.81 1396.97
Outcome Metric Matching (1:1) -219.11 -1105.41 703.83 1310.46 -204.06 -1090.36 701.75 1296.66
Outcome Metric Matching (1:4) -420.02 -1306.33 551.07 1417.80 -424.05 -1310.36 548.81 1420.64
Outcome Metric Matching (1:8) -365.71 -1252.01 522.08 1356.50 -367.64 -1253.94 520.76 1357.78
Treatment Status Metric Matching (1:1) 430.32 * -455.98 657.28 799.96 477.23 * -409.08 655.76 772.90
Treatment Status Metric Matching (1:4) -325.87 -1212.17 556.81 1333.94 -331.41 -1217.71 557.16 1339.12
Treatment Status Metric Matching (1:8) -479.83 -1366.13 533.05 1466.44 -487.60 -1373.91 532.86 1473.62

Methods Coef. Bias Std. Error MSE Coef. Bias Std. Error MSE
Propensity Score Matching (1:1) 828.26 * -58.05 678.94 681.42 828.97 * -57.33 677.74 680.16
Propensity Score Matching (1:4) -190.13 -1076.44 585.96 1225.59 -200.68 -1086.99 586.48 1235.11
Propensity Score Matching (1:8) -219.48 -1105.78 566.41 1242.41 -218.42 -1104.72 567.07 1241.77
Euclidean Metric Matching (1:1) -827.86 -1714.17 645.48 1831.67 -781.20 -1667.50 642.16 1786.88
Euclidean Metric Matching (1:4) -1069.03 - -1955.33 505.20 2019.54 -1023.06 - -1909.36 503.49 1974.63
Euclidean Metric Matching (1:8) -975.75 - -1862.06 474.01 1921.44 -890.84 - -1777.15 472.57 1838.90
Mahalanobis Metric Matching (1:1) -412.63 -1298.93 697.47 1474.34 -557.14 -1443.44 707.00 1607.29
Mahalanobis Metric Matching (1:4) -515.07 -1401.37 568.70 1512.37 -459.71 -1346.01 562.95 1458.99
Mahalanobis Metric Matching (1:8) -388.43 -1274.73 538.69 1383.88 -367.28 -1253.58 532.91 1362.16
Abadie and Imbens Metric Matching (1:1) -389.83 -1276.13 705.13 1457.98 -474.89 -1361.19 712.12 1536.21
Abadie and Imbens Metric Matching (1:4) -361.83 -1248.13 569.63 1371.97 -432.43 -1318.73 563.66 1434.14
Abadie and Imbens Metric Matching (1:8) -298.33 -1184.64 544.58 1303.81 -334.00 -1220.30 542.99 1335.65
Outcome Metric Matching (1:1) -281.57 -1167.88 708.85 1366.16 -260.80 -1147.10 706.68 1347.31
Outcome Metric Matching (1:4) -479.92 -1366.22 554.33 1474.40 -485.89 -1372.20 552.05 1479.09
Outcome Metric Matching (1:8) -351.70 -1238.00 524.58 1344.56 -348.58 -1234.88 523.23 1341.15
Treatment Status Metric Matching (1:1) 401.47 * -484.84 671.07 827.89 473.88 * -412.42 669.23 786.10
Treatment Status Metric Matching (1:4) -27.45 * -913.75 566.70 1075.21 -28.34 * -914.64 566.68 1075.96
Treatment Status Metric Matching (1:8) -235.19 -1121.50 540.49 1244.95 -223.35 -1109.65 540.44 1234.26

Note: 1. The specification of the propensity score is the same as in Table 2 of Dehejia (2005a), including constant, age,
               education, married, black, hispanic, re75, u75*married re75*no degree, age squared.
          2. The specification of the OLS is the same as the specification of the propensity score.
          3. Standard errors are estimated using nnmatch based on the formula in Abadie and Imbens (2002).   
          4. The 95% confidence interval from the experiment benchmark is [-41,1813]. In column (2) and (8), * indicates the estimate falls
              into this interval.
          5. The benchmark is significant at 6% level. In column (3) and (9), "+"/"-"/blank indicates at 10% level, the estimate 
              positively significant/negatively significant/insignificant.

Table 3 Estimates from Cross-Section Matching Using LaLonde's CPS Data

With Common Support Condition Without Common Support Condition
Panel B: Matching with Bias-Correction

With Common Support Condition Without Common Support Condition
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Panel A: Matching without Bias-Correction
(1) (2)(3) (4) (5) (6) (7) (8)(9) (10) (11) (12)

Methods Coef. Bias Std. Error MSE Coef. Bias Std. Error MSE
NSW Experiment (Benchmark) 886.30 * + 0.00 472.09 472.09 886.30 * + 0.00 472.09 472.09
Simple Mean Difference -6849.91 - -7736.21 689.59 7766.89 -15577.57 - -16463.87 913.33 16489.19
OLS Regression -1936.29 - -2822.60 817.37 2938.56 -1345.55 - -2231.86 805.38 2372.72
Propensity Score Matching (1:1) 705.20 * -181.10 1116.08 1130.68 852.09 * -34.22 1100.74 1101.27
Propensity Score Matching (1:4) -1073.21 -1959.51 1367.79 2389.68 -947.62 -1833.93 1385.74 2298.60
Propensity Score Matching (1:8) -1142.19 -2028.49 1204.91 2359.36 -1015.67 -1901.97 1214.39 2256.60
Euclidean Metric Matching (1:1) -2810.01 - -3696.31 1165.13 3875.60 -2667.13 - -3553.43 1209.13 3753.51
Euclidean Metric Matching (1:4) -3341.03 - -4227.33 1001.85 4344.42 -3250.17 - -4136.48 1007.30 4257.36
Euclidean Metric Matching (1:8) -3456.38 - -4342.69 900.55 4435.08 -3461.29 - -4347.59 909.39 4441.68
Mahalanobis Metric Matching (1:1) -474.71 -1361.02 1202.78 1816.32 -967.33 -1853.63 1163.63 2188.60
Mahalanobis Metric Matching (1:4) -2204.70 - -3091.00 1296.02 3351.71 -2175.13 - -3061.43 1280.62 3318.48
Mahalanobis Metric Matching (1:8) -2899.31 - -3785.62 1227.67 3979.71 -2464.42 - -3350.72 1151.28 3542.99
Abadie and Imbens Metric Matching (1:1) -389.70 -1276.00 1359.42 1864.46 -401.80 -1288.10 1246.25 1792.30
Abadie and Imbens Metric Matching (1:4) -2265.53 - -3151.84 1333.00 3422.13 -2302.85 - -3189.15 1305.39 3445.97
Abadie and Imbens Metric Matching (1:8) -2039.07 - -2925.38 1092.94 3122.87 -1733.38 - -2619.68 1066.76 2828.55
Outcome Metric Matching (1:1) -1364.81 -2251.11 1197.61 2549.86 -1332.04 -2218.35 1237.08 2539.97
Outcome Metric Matching (1:4) -1573.80 -2460.10 1238.61 2754.31 -1523.29 -2409.59 1264.66 2721.31
Outcome Metric Matching (1:8) -1675.30 -2561.61 1125.57 2797.99 -1679.64 -2565.94 1149.32 2811.58
Treatment Status Metric Matching (1:1) -1017.14 -1903.44 1230.44 2266.51 -919.22 -1805.52 1269.26 2207.02
Treatment Status Metric Matching (1:4) -2035.87 -2922.17 1451.28 3262.71 -1946.85 -2833.16 1471.92 3192.70
Treatment Status Metric Matching (1:8) -1987.95 - -2874.26 1183.12 3108.24 -1979.96 - -2866.26 1211.43 3111.76

Methods Coef. Bias Std. Error MSE Coef. Bias Std. Error MSE
Propensity Score Matching (1:1) 703.22 * -183.09 1115.50 1130.42 850.58 * -35.72 1100.20 1100.78
Propensity Score Matching (1:4) -1074.45 -1960.75 1366.07 2389.71 -944.40 -1830.71 1384.13 2295.06
Propensity Score Matching (1:8) -1109.04 -1995.34 1204.36 2330.64 -973.87 -1860.17 1214.07 2221.31
Euclidean Metric Matching (1:1) -1160.66 -2046.96 1158.65 2352.13 -677.33 -1563.64 1198.30 1970.00
Euclidean Metric Matching (1:4) -1595.71 -2482.01 999.59 2675.73 -1598.76 -2485.06 1005.71 2680.86
Euclidean Metric Matching (1:8) -1707.82 - -2594.13 893.97 2743.84 -1669.05 - -2555.36 901.24 2709.63
Mahalanobis Metric Matching (1:1) -151.08 -1037.39 1214.43 1597.19 -564.17 -1450.48 1181.98 1871.09
Mahalanobis Metric Matching (1:4) -1150.81 -2037.11 1311.71 2422.90 -1048.23 -1934.53 1289.33 2324.82
Mahalanobis Metric Matching (1:8) -1376.75 -2263.06 1215.20 2568.68 -1051.45 -1937.75 1130.98 2243.66
Abadie and Imbens Metric Matching (1:1) -229.58 -1115.89 1378.53 1773.57 -175.71 -1062.01 1265.43 1652.02
Abadie and Imbens Metric Matching (1:4) -1375.54 -2261.85 1336.16 2627.03 -1338.99 -2225.29 1310.55 2582.53
Abadie and Imbens Metric Matching (1:8) -961.60 -1847.91 1081.37 2141.05 -742.76 -1629.06 1055.15 1940.92
Outcome Metric Matching (1:1) -1180.50 -2066.81 1201.94 2390.89 -1099.30 -1985.60 1253.79 2348.32
Outcome Metric Matching (1:4) -1406.59 -2292.89 1222.42 2598.39 -1324.24 -2210.55 1249.09 2539.04
Outcome Metric Matching (1:8) -1433.11 -2319.42 1111.55 2572.01 -1366.18 -2252.48 1131.66 2520.78
Treatment Status Metric Matching (1:1) -945.64 -1831.95 1231.56 2207.43 -851.96 -1738.27 1270.56 2153.11
Treatment Status Metric Matching (1:4) -1850.22 -2736.52 1455.56 3099.55 -1733.47 -2619.77 1470.07 3004.05
Treatment Status Metric Matching (1:8) -1789.45 -2675.75 1192.61 2929.50 -1686.99 -2573.29 1216.04 2846.15

Note: 1. The specification of the propensity score is the same as in Table 2 of Dehejia (2005a), including constant, age,
               education, married, black, hispanic, re75, education*black, re75*hispanic, no degree*education.
          2. The specification of the OLS is the same as the specification of the propensity score.
          3. Standard errors are estimated using nnmatch based on the formula in Abadie and Imbens (2002).   
          4. The 95% confidence interval from the experiment benchmark is [-41,1813]. In column (2) and (8), * indicates the estimate falls
              into this interval.
          5. The benchmark is significant at 6% level. In column (3) and (9), "+"/"-"/blank indicates at 10% level, the estimate 
              positively significant/negatively significant/insignificant.

With Common Support Condition Without Common Support Condition
Panel B: Matching with Bias-Correction

Table 4 Estimates from Cross-Section Matching Using LaLonde's PSID Data

With Common Support Condition Without Common Support Condition
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Panel A: Matching without Bias-Correction
(1) (2)(3) (4) (5) (6) (7) (8)(9) (10) (11) (12)

Methods Coef. Bias Std. Error MSE Coef. Bias Std. Error MSE
NSW Experiment (Benchmark) 1794.34 * + 0.00 632.85 632.85 1794.34 * + 0.00 632.85 632.85
Difference-in-Differences without Adj. 999.54 * + -794.80 544.85 963.62 3621.23 * + 1826.89 570.74 1913.97
OLS Regression 1599.42 * + -194.92 582.02 613.79 1566.87 * + -227.48 556.94 601.60
Propensity Score Matching (1:1) 878.12 * -916.22 1083.15 1418.69 673.18 * -1121.16 1081.45 1557.73
Propensity Score Matching (1:4) 1584.01 * + -210.33 880.07 904.86 1547.39 * + -246.96 900.83 934.06
Propensity Score Matching (1:8) 1544.93 * + -249.42 822.81 859.78 1484.94 * + -309.40 837.30 892.64
Euclidean Metric Matching (1:1) 2017.01 * + 222.67 826.83 856.29 1312.23 * -482.11 842.32 970.53
Euclidean Metric Matching (1:4) 1553.57 * + -240.77 669.99 711.94 1219.13 * + -575.21 659.91 875.41
Euclidean Metric Matching (1:8) 1341.04 * + -453.30 627.38 774.01 1078.17 * + -716.18 630.14 953.93
Mahalanobis Metric Matching (1:1) 1631.53 * + -162.82 977.30 990.77 1741.11 * + -53.23 958.37 959.85
Mahalanobis Metric Matching (1:4) 1483.05 * + -311.29 775.84 835.96 1377.07 * + -417.27 771.59 877.19
Mahalanobis Metric Matching (1:8) 1199.42 * + -594.92 732.15 943.39 1118.60 * -675.75 735.78 999.00
Abadie and Imbens Metric Matching (1:1) 2189.12 * + 394.78 924.38 1005.15 1795.68 * + 1.34 912.77 912.77
Abadie and Imbens Metric Matching (1:4) 1685.21 * + -109.13 785.79 793.33 1640.69 * + -153.66 786.70 801.56
Abadie and Imbens Metric Matching (1:8) 1499.09 * + -295.25 730.86 788.25 1487.49 * + -306.85 734.21 795.76
Outcome Metric Matching (1:1) 1838.55 * + 44.21 973.17 974.18 1653.95 * + -140.39 1018.14 1027.78
Outcome Metric Matching (1:4) 1542.21 * + -252.13 790.15 829.40 1396.22 * + -398.12 800.57 894.10
Outcome Metric Matching (1:8) 1702.37 * + -91.97 718.70 724.56 1578.04 * + -216.30 720.57 752.33
Treatment Status Metric Matching (1:1) 2538.09 * + 743.74 907.26 1173.15 2420.66 * + 626.32 897.13 1094.13
Treatment Status Metric Matching (1:4) 2036.61 * + 242.27 724.16 763.61 1986.54 * + 192.20 702.55 728.36
Treatment Status Metric Matching (1:8) 2046.32 * + 251.98 659.15 705.67 2010.84 * + 216.50 648.63 683.81

Methods Coef. Bias Std. Error MSE Coef. Bias Std. Error MSE
Propensity Score Matching (1:1) 875.66 * -918.68 1083.17 1420.29 672.47 * -1121.87 1081.40 1558.21
Propensity Score Matching (1:4) 1584.54 * + -209.80 880.12 904.78 1550.56 * + -243.78 900.86 933.26
Propensity Score Matching (1:8) 1551.06 * + -243.29 822.84 858.05 1492.93 * + -301.41 837.27 889.87
Euclidean Metric Matching (1:1) 1892.62 * + 98.28 827.02 832.84 1208.02 * -586.33 827.91 1014.50
Euclidean Metric Matching (1:4) 1883.99 * + 89.65 668.05 674.04 1511.52 * + -282.82 656.64 714.96
Euclidean Metric Matching (1:8) 1874.09 * + 79.75 624.13 629.21 1509.86 * + -284.48 625.77 687.40
Mahalanobis Metric Matching (1:1) 1654.16 * + -140.18 971.94 982.00 1806.98 * + 12.63 950.35 950.43
Mahalanobis Metric Matching (1:4) 1612.29 * + -182.05 773.72 794.85 1467.39 * + -326.95 769.30 835.90
Mahalanobis Metric Matching (1:8) 1452.60 * + -341.74 731.16 807.08 1349.62 * + -444.72 731.10 855.74
Abadie and Imbens Metric Matching (1:1) 2227.29 * + 432.94 920.98 1017.67 1795.52 * + 1.17 905.66 905.66
Abadie and Imbens Metric Matching (1:4) 1783.84 * + -10.50 779.54 779.61 1734.99 * + -59.35 778.82 781.07
Abadie and Imbens Metric Matching (1:8) 1652.51 * + -141.83 727.44 741.14 1622.28 * + -172.06 730.31 750.31
Outcome Metric Matching (1:1) 1889.73 * + 95.39 961.25 965.98 1697.62 * + -96.72 1006.56 1011.19
Outcome Metric Matching (1:4) 1425.75 * + -368.59 785.58 867.75 1258.21 * -536.13 794.51 958.48
Outcome Metric Matching (1:8) 1449.22 * + -345.12 714.93 793.87 1394.54 * + -399.80 714.45 818.71
Treatment Status Metric Matching (1:1) 2191.03 * + 396.68 880.90 966.10 1879.35 * + 85.01 884.06 888.14
Treatment Status Metric Matching (1:4) 1796.96 * + 2.62 715.70 715.71 1589.28 * + -205.06 693.26 722.95
Treatment Status Metric Matching (1:8) 1843.96 * + 49.62 656.49 658.37 1755.15 * + -39.19 643.90 645.09

Note: 1.The specification of the propensity score is the same as in Table 3 of Dehejia and Wahba (1999), including
              constant, age, education, no degree, married, black, hispanic, age squared, education squared, re74, re75,
              age cubed, u74, u75, education*re74. 
          2. The specification of the OLS is the same as the specification of the propensity score.
          3. Standard errors are estimated using nnmatch based on the formula in Abadie and Imbens (2002).   
          4. The 95% confidence interval from the experiment benchmark is [551,3038]. In column (2) and (8), * indicates the estimate falls
              into this interval.
          5. The benchmark is significant at 1% level. In column (3) and (9), "+"/"-"/blank indicates at 10% level, the estimate 
              positively significant/negatively significant/insignificant.

Without Common Support Condition

Table 5 Estimates from Difference-in-Differences Matching Using Dehejia and Wahba's CPS Data

Panel B: Matching with Bias-Correction

With Common Support Condition Without Common Support Condition

With Common Support Condition
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Panel A: Matching without Bias-Correction
(1) (2)(3) (4) (5) (6) (7) (8)(9) (10) (11) (12)

Methods Coef. Bias Std. Error MSE Coef. Bias Std. Error MSE
NSW Experiment (Benchmark) 1794.34 * + 0.00 632.85 632.85 1794.34 * + 0.00 632.85 632.85
Difference-in-Differences without Adj. 1238.08 * + -556.27 756.64 939.12 2326.51 * + 532.16 813.86 972.40
OLS Regression 26.27 -1768.07 1026.90 2044.65 216.85 -1577.50 1105.87 1926.51
Propensity Score Matching (1:1) 502.18 -1292.16 1932.54 2324.73 548.70 -1245.64 1895.34 2268.03
Propensity Score Matching (1:4) 2371.85 * 577.51 1571.43 1674.19 2312.46 * 518.12 1579.24 1662.06
Propensity Score Matching (1:8) 1245.75 * -548.59 1452.98 1553.09 1154.97 * -639.37 1473.86 1606.57
Euclidean Metric Matching (1:1) 897.10 * -897.24 1464.77 1717.73 1002.87 * -791.47 1476.12 1674.92
Euclidean Metric Matching (1:4) 1427.73 * -366.62 1270.27 1322.12 1472.99 * -321.35 1257.83 1298.23
Euclidean Metric Matching (1:8) 1464.11 * -330.23 1191.81 1236.72 1435.25 * -359.10 1186.79 1239.93
Mahalanobis Metric Matching (1:1) 2953.85 * + 1159.51 1559.33 1943.19 2769.89 * 975.55 1715.23 1973.25
Mahalanobis Metric Matching (1:4) 2664.59 * + 870.25 1284.86 1551.84 2601.45 * + 807.10 1382.86 1601.16
Mahalanobis Metric Matching (1:8) 2466.65 * + 672.30 1104.81 1293.29 2345.02 * + 550.68 2345.02 2408.81
Abadie and Imbens Metric Matching (1:1) 2866.05 * + 1071.70 1721.54 2027.86 2787.50 * 993.16 1730.05 1994.85
Abadie and Imbens Metric Matching (1:4) 2872.00 * + 1077.65 1407.25 1772.48 3032.83 * + 1238.48 1492.72 1939.60
Abadie and Imbens Metric Matching (1:8) 2632.12 * + 837.77 1148.37 1421.48 2764.04 * + 969.70 1238.63 1573.06
Outcome Metric Matching (1:1) 2996.34 * + 1201.99 1428.64 1867.03 2962.22 * + 1167.88 1485.37 1889.51
Outcome Metric Matching (1:4) 2506.64 * + 712.30 1236.17 1426.70 2367.33 * + 572.99 1240.15 1366.12
Outcome Metric Matching (1:8) 2229.21 * + 434.86 1090.67 1174.17 2148.47 * + 354.13 1090.26 1146.33
Treatment Status Metric Matching (1:1) 1812.34 * 17.99 1371.75 1371.87 1725.87 * -68.47 1387.84 1389.53
Treatment Status Metric Matching (1:4) 2258.58 * + 464.24 1138.77 1229.76 2086.37 * + 292.03 1134.69 1171.67
Treatment Status Metric Matching (1:8) 1938.39 * + 144.05 934.84 945.87 1815.32 * + 20.98 923.38 923.62

Methods Coef. Bias Std. Error MSE Coef. Bias Std. Error MSE
Propensity Score Matching (1:1) 502.22 -1292.13 1932.66 2324.82 548.65 -1245.70 1895.09 2267.84
Propensity Score Matching (1:4) 2369.35 * 575.01 1569.84 1671.83 2310.56 * 516.22 1577.54 1659.86
Propensity Score Matching (1:8) 1267.26 * -527.08 1448.24 1541.18 1180.07 * -614.27 1468.41 1591.71
Euclidean Metric Matching (1:1) 2164.44 * 370.10 1504.18 1549.04 2018.86 * 224.52 1520.70 1537.18
Euclidean Metric Matching (1:4) 2687.07 * + 892.72 1278.97 1559.72 2707.34 * + 912.99 1271.57 1565.39
Euclidean Metric Matching (1:8) 2503.46 * + 709.11 1204.80 1398.00 2446.61 * + 652.27 1201.94 1367.52
Mahalanobis Metric Matching (1:1) 2793.25 * + 998.91 1536.63 1832.77 2519.92 * 725.58 1702.16 1850.35
Mahalanobis Metric Matching (1:4) 2529.17 * + 734.83 1275.46 1472.00 2458.96 * + 664.62 1377.00 1529.00
Mahalanobis Metric Matching (1:8) 2461.20 * + 666.85 1113.36 1297.80 2438.26 * + 643.92 1114.19 1286.87
Abadie and Imbens Metric Matching (1:1) 2537.02 * 742.68 1686.76 1843.03 2374.69 * 580.34 1709.32 1805.15
Abadie and Imbens Metric Matching (1:4) 2396.05 * + 601.71 1391.83 1516.32 2332.11 * 537.77 1467.61 1563.03
Abadie and Imbens Metric Matching (1:8) 2430.88 * + 636.53 1139.79 1305.49 2309.19 * + 514.85 1216.79 1321.23
Outcome Metric Matching (1:1) 2666.31 * + 871.96 1440.33 1683.71 2634.32 * + 839.97 1505.66 1724.11
Outcome Metric Matching (1:4) 2570.90 * + 776.56 1246.51 1468.61 2505.80 * + 711.46 1250.00 1438.29
Outcome Metric Matching (1:8) 2432.02 * + 637.68 1094.33 1266.57 2404.62 * + 610.27 1094.08 1252.78
Treatment Status Metric Matching (1:1) 2111.34 * 317.00 1431.35 1466.03 2019.13 * 224.79 1448.67 1466.00
Treatment Status Metric Matching (1:4) 2577.44 * + 783.10 1160.75 1400.21 2420.08 * + 625.73 1159.02 1317.15
Treatment Status Metric Matching (1:8) 2420.76 * + 626.42 953.74 1141.06 2284.50 * + 490.16 941.92 1061.83

Note: 1. The specification of the propensity score is the same as in Table 3 of Dehejia and Wahba (1999), including
              constant, age, education, no degree, married, black, hispanic, age squared, education squared, re74, re75, 
              re74 squared, re75 squared, u74*black.
          2. The specification of the OLS is the same as the specification of the propensity score.
          3. Standard errors are estimated using nnmatch based on the formula in Abadie and Imbens (2002).   
          4. The 95% confidence interval from the experiment benchmark is [551,3038]. In column (2) and (8), * indicates the estimate falls
              into this interval.
          5. The benchmark is significant at 1% level. In column (3) and (9), "+"/"-"/blank indicates at 10% level, the estimate 
              positively significant/negatively significant/insignificant.

With Common Support Condition Without Common Support Condition
Panel B: Matching with Bias-Correction

Table 6 Estimates from Difference-in-Differences Matching Using Dehejia and Wahba's PSID Data

With Common Support Condition Without Common Support Condition
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Panel A: Matching without Bias-Correction
(1) (2)(3) (4) (5) (6) (7) (8)(9) (10) (11) (12)

Methods Coef. Bias Std. Error MSE Coef. Bias Std. Error MSE
NSW Experiment (Benchmark) 886.30 * + 0.00 472.09 472.09 886.30 * + 0.00 472.09 472.09
Difference-in-Differences without Adj. 215.35 * -670.96 447.98 806.77 1714.40 * + 828.09 452.29 943.56
OLS Regression -944.73 -1831.03 457.99 1887.44 -1043.16 - -1929.46 449.49 1981.12
Propensity Score Matching (1:1) 432.82 * -453.48 717.16 848.51 433.93 * -452.37 715.89 846.84
Propensity Score Matching (1:4) -304.95 -1191.25 633.17 1349.07 -316.47 -1202.77 633.76 1359.53
Propensity Score Matching (1:8) -311.84 -1198.14 603.83 1341.70 -306.73 -1193.04 605.04 1337.69
Euclidean Metric Matching (1:1) -1654.56 - -2540.86 657.24 2624.49 -1650.71 - -2537.01 654.96 2620.19
Euclidean Metric Matching (1:4) -1737.51 - -2623.81 510.62 2673.03 -1777.69 - -2663.99 509.94 2712.36
Euclidean Metric Matching (1:8) -1899.91 - -2786.22 479.50 2827.18 -1900.21 - -2786.51 478.44 2827.28
Mahalanobis Metric Matching (1:1) -461.87 -1348.17 706.94 1522.28 -608.72 -1495.03 714.79 1657.12
Mahalanobis Metric Matching (1:4) -563.65 -1449.95 574.23 1559.52 -522.68 -1408.98 568.10 1519.20
Mahalanobis Metric Matching (1:8) -434.33 -1320.63 544.43 1428.45 -426.54 -1312.85 538.80 1419.11
Abadie and Imbens Metric Matching (1:1) -417.88 -1304.18 713.12 1486.41 -515.78 -1402.08 720.57 1576.41
Abadie and Imbens Metric Matching (1:4) -392.96 -1279.26 576.82 1403.29 -466.17 -1352.47 570.37 1467.82
Abadie and Imbens Metric Matching (1:8) -328.93 -1215.23 550.45 1334.09 -382.95 -1269.25 549.66 1383.16
Outcome Metric Matching (1:1) -256.20 -1142.50 712.89 1346.67 -240.25 -1126.55 710.81 1332.06
Outcome Metric Matching (1:4) -461.44 -1347.74 557.15 1458.37 -464.56 -1350.86 554.92 1460.39
Outcome Metric Matching (1:8) -401.08 -1287.39 527.93 1391.43 -403.15 -1289.45 526.57 1392.82
Treatment Status Metric Matching (1:1) 337.77 * -548.53 678.95 872.84 400.92 -485.39 677.00 833.02
Treatment Status Metric Matching (1:4) -434.47 -1320.78 571.92 1439.28 -422.82 -1309.13 571.87 1428.58
Treatment Status Metric Matching (1:8) -573.18 -1459.48 546.66 1558.50 -569.67 -1455.97 546.41 1555.13

Methods Coef. Bias Std. Error MSE Coef. Bias Std. Error MSE
Propensity Score Matching (1:1) 433.17 * -453.13 717.15 848.31 434.41 * -451.89 715.89 846.58
Propensity Score Matching (1:4) -305.91 -1192.21 633.16 1349.91 -317.74 -1204.04 633.76 1360.65
Propensity Score Matching (1:8) -312.56 -1198.86 603.82 1342.34 -307.71 -1194.02 605.03 1338.56
Euclidean Metric Matching (1:1) -827.86 -1714.17 645.48 1831.67 -781.20 -1667.50 642.16 1786.88
Euclidean Metric Matching (1:4) -1069.03 - -1955.33 505.20 2019.54 -1023.06 - -1909.36 503.49 1974.63
Euclidean Metric Matching (1:8) -975.75 - -1862.06 474.01 1921.44 -890.84 - -1777.15 472.57 1838.90
Mahalanobis Metric Matching (1:1) -412.63 -1298.93 697.47 1474.34 -557.14 -1443.44 707.00 1607.29
Mahalanobis Metric Matching (1:4) -515.07 -1401.37 568.70 1512.37 -459.71 -1346.01 562.95 1458.99
Mahalanobis Metric Matching (1:8) -388.43 -1274.73 538.69 1383.88 -367.28 -1253.58 532.91 1362.16
Abadie and Imbens Metric Matching (1:1) -389.83 -1276.13 705.13 1457.98 -474.89 -1361.19 712.12 1536.21
Abadie and Imbens Metric Matching (1:4) -361.83 -1248.13 569.63 1371.97 -432.43 -1318.73 563.66 1434.14
Abadie and Imbens Metric Matching (1:8) -298.33 -1184.64 544.58 1303.81 -334.00 -1220.30 542.99 1335.65
Outcome Metric Matching (1:1) -281.57 -1167.88 708.85 1366.16 -260.80 -1147.10 706.68 1347.31
Outcome Metric Matching (1:4) -479.92 -1366.22 554.33 1474.40 -485.89 -1372.20 552.05 1479.09
Outcome Metric Matching (1:8) -351.70 -1238.00 524.58 1344.56 -348.58 -1234.88 523.23 1341.15
Treatment Status Metric Matching (1:1) 401.47 * -484.84 671.07 827.89 473.88 * -412.42 669.23 786.10
Treatment Status Metric Matching (1:4) -27.45 * -913.75 566.70 1075.21 -28.34 * -914.64 566.68 1075.96
Treatment Status Metric Matching (1:8) -235.19 -1121.50 540.49 1244.95 -223.35 -1109.65 540.44 1234.26

Note: 1. The specification of the propensity score is the same as in Table 2 of Dehejia (2005a), including constant, age,
               education, married, black, hispanic, re75, u75*married re75*no degree, age squared.
          2. The specification of the OLS is the same as the specification of the propensity score.
          3. Standard errors are estimated using nnmatch based on the formula in Abadie and Imbens (2002).   
          4. The 95% confidence interval from the experiment benchmark is [-41,1813]. In column (2) and (8), * indicates the estimate falls
              into this interval.
          5. The benchmark is significant at 6% level. In column (3) and (9), "+"/"-"/blank indicates at 10% level, the estimate 
              positively significant/negatively significant/insignificant.

With Common Support Condition Without Common Support Condition

Table 7 Estimates from Difference-in-Differences Matching Using LaLonde's CPS Data

Panel B: Matching with Bias-Correction

With Common Support Condition Without Common Support Condition
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Panel A: Matching without Bias-Correction
(1) (2)(3) (4) (5) (6) (7) (8)(9) (10) (11) (12)

Methods Coef. Bias Std. Error MSE Coef. Bias Std. Error MSE
NSW Experiment (Benchmark) 886.30 * + 0.00 472.09 472.09 886.30 * + 0.00 472.09 472.09
Difference-in-Differences without Adj. -738.52 -1624.82 621.15 1739.51 419.67 * -466.63 650.58 800.63
OLS Regression -1936.29 - -2822.60 817.37 2938.56 -1345.55 - -2231.86 805.38 2372.72
Propensity Score Matching (1:1) 608.39 * -277.91 1220.24 1251.48 736.16 * -150.15 1189.84 1199.27
Propensity Score Matching (1:4) -1034.80 -1921.10 1431.70 2395.91 -907.97 -1794.28 1443.79 2303.03
Propensity Score Matching (1:8) -921.43 -1807.73 1284.61 2217.68 -808.16 -1694.46 1288.20 2128.53
Euclidean Metric Matching (1:1) -2809.53 - -3695.84 1165.27 3875.18 -2668.45 - -3554.75 1209.43 3754.86
Euclidean Metric Matching (1:4) -3334.76 - -4221.06 1000.66 4338.05 -3250.41 - -4136.71 1007.46 4257.62
Euclidean Metric Matching (1:8) -3462.38 - -4348.68 900.90 4441.02 -3462.92 - -4349.22 909.35 4443.27
Mahalanobis Metric Matching (1:1) -200.56 -1086.87 1240.70 1649.43 -585.25 -1471.55 1208.39 1904.12
Mahalanobis Metric Matching (1:4) -1491.66 -2377.97 1309.34 2714.61 -1178.97 -2065.27 1293.91 2437.12
Mahalanobis Metric Matching (1:8) -1858.86 -2745.16 1240.35 3012.37 -1136.87 -2023.17 1160.84 2332.54
Abadie and Imbens Metric Matching (1:1) -224.54 -1110.85 1424.85 1806.70 -212.24 -1098.55 1304.56 1705.48
Abadie and Imbens Metric Matching (1:4) -1619.24 -2505.54 1353.25 2847.63 -1437.16 -2323.47 -1437.16 2732.02
Abadie and Imbens Metric Matching (1:8) -1144.41 -2030.71 1107.44 2313.05 -616.12 -1502.42 1082.39 1851.71
Outcome Metric Matching (1:1) -1350.26 -2236.56 1202.99 2539.57 -1322.87 -2209.17 1244.24 2535.46
Outcome Metric Matching (1:4) -1568.86 -2455.16 1238.59 2749.90 -1523.33 -2409.63 1267.08 2722.46
Outcome Metric Matching (1:8) -1634.90 -2521.20 1125.34 2760.95 -1632.11 -2518.42 1148.43 2767.91
Treatment Status Metric Matching (1:1) -900.18 -1786.49 1243.12 2176.44 -805.74 -1692.04 1282.08 2122.91
Treatment Status Metric Matching (1:4) -1845.82 -2732.12 1467.23 3101.17 -1745.62 -2631.92 1484.54 3021.73
Treatment Status Metric Matching (1:8) -1430.75 -2317.05 1204.63 2611.49 -1393.34 -2279.65 1228.87 2589.77

Methods Coef. Bias Std. Error MSE Coef. Bias Std. Error MSE
Propensity Score Matching (1:1) 608.03 * -278.27 1220.14 1251.47 735.94 * -150.36 1189.77 1199.23
Propensity Score Matching (1:4) -1035.16 -1921.46 1431.23 2395.92 -907.06 -1793.36 1443.36 2302.05
Propensity Score Matching (1:8) -912.34 -1798.65 1284.51 2210.22 -797.03 -1683.33 1288.15 2119.66
Euclidean Metric Matching (1:1) -1160.66 -2046.96 1158.65 2352.13 -677.33 -1563.64 1198.30 1970.00
Euclidean Metric Matching (1:4) -1595.71 -2482.01 999.59 2675.73 -1598.76 -2485.06 1005.71 2680.86
Euclidean Metric Matching (1:8) -1707.82 - -2594.13 893.97 2743.84 -1669.05 - -2555.36 901.24 2709.63
Mahalanobis Metric Matching (1:1) -151.08 -1037.39 1214.43 1597.19 -564.17 -1450.48 1181.98 1871.09
Mahalanobis Metric Matching (1:4) -1150.81 -2037.11 1311.71 2422.90 -1048.23 -1934.53 1289.33 2324.82
Mahalanobis Metric Matching (1:8) -1376.75 -2263.06 1215.20 2568.68 -1051.45 -1937.75 1130.98 2243.66
Abadie and Imbens Metric Matching (1:1) -229.58 -1115.89 1378.53 1773.57 -175.71 -1062.01 1265.43 1652.02
Abadie and Imbens Metric Matching (1:4) -1375.54 -2261.85 1336.16 2627.03 -1338.99 -2225.29 1310.55 2582.53
Abadie and Imbens Metric Matching (1:8) -961.60 -1847.91 1081.37 2141.05 -742.76 -1629.06 1055.15 1940.92
Outcome Metric Matching (1:1) -1180.50 -2066.81 1201.94 2390.89 -1099.30 -1985.60 1253.79 2348.32
Outcome Metric Matching (1:4) -1406.59 -2292.89 1222.42 2598.39 -1324.24 -2210.55 1249.09 2539.04
Outcome Metric Matching (1:8) -1433.11 -2319.42 1111.55 2572.01 -1366.18 -2252.48 1131.66 2520.78
Treatment Status Metric Matching (1:1) -945.64 -1831.95 1231.56 2207.43 -851.96 -1738.27 1270.56 2153.11
Treatment Status Metric Matching (1:4) -1850.22 -2736.52 1455.56 3099.55 -1733.47 -2619.77 1470.07 3004.05
Treatment Status Metric Matching (1:8) -1789.45 -2675.75 1192.61 2929.50 -1686.99 -2573.29 1216.04 2846.15

Note: 1. The specification of the propensity score is the same as in Table 2 of Dehejia (2005a), including constant, age,
               education, married, black, hispanic, re75, education*black, re75*hispanic, no degree*education.
          2. The specification of the OLS is the same as the specification of the propensity score.
          3. Standard errors are estimated using nnmatch based on the formula in Abadie and Imbens (2002).   
          4. The 95% confidence interval from the experiment benchmark is [-41,1813]. In column (2) and (8), * indicates the estimate falls
              into this interval.
          5. The benchmark is significant at 6% level. In column (3) and (9), "+"/"-"/blank indicates at 10% level, the estimate 
              positively significant/negatively significant/insignificant.

With Common Support Condition Without Common Support Condition

Table 8 Estimates from Difference-in-Differences Matching Using LaLonde's PSID Data

Panel B: Matching with Bias-Correction

With Common Support Condition Without Common Support Condition
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(1) (2) (3) (4) (5) (6)
Mean in Mean in % reduction

Sample Treated Comparison %bias of  |bias| t-statistics p>|t|
Panel A: CPS Data
age Unmatched 25.82 33.23 -79.60 -9.10 0.00

Matched 25.82 26.34 -5.60 92.90 -0.63 0.53
age squared Unmatched 717.39 1225.90 -80.30 -8.80 0.00

Matched 717.39 748.62 -4.90 93.90 -0.64 0.52
education Unmatched 10.35 12.03 -67.90 -7.94 0.00

Matched 10.35 10.36 -0.40 99.40 -0.03 0.97
married Unmatched 0.19 0.71 -123.30 -15.62 0.00

Matched 0.19 0.19 -1.30 99.00 -0.12 0.91
black Unmatched 0.84 0.07 242.80 39.66 0.00

Matched 0.84 0.84 1.70 99.30 0.13 0.90
hispanic Unmatched 0.06 0.07 -5.10 -0.66 0.51

Matched 0.06 0.06 0.00 100.00 0.00 1.00
1975 earnings Unmatched 1532.10 13651.00 -174.60 -17.77 0.00

Matched 1532.10 1493.10 0.60 99.70 0.10 0.92
1975 earnings squared Unmatched 1300.00 27000.00 -145.00 -14.30 0.00

Matched 1300.00 1500.00 -1.60 98.90 -0.41 0.68
age*black Unmatched 21.91 2.40 187.60 29.10 0.00

Matched 21.91 21.91 0.00 100.00 0.00 1.00
hispanic*married Unmatched 0.02 0.05 -20.00 -2.21 0.03

Matched 0.02 0.02 0.00 100.00 0.00 1.00
Panel B: PSID Data
age Unmatched 25.82 34.85 -100.90 -11.57 0.00

Matched 25.82 25.58 2.70 97.40 0.28 0.78
education Unmatched 10.35 12.12 -68.10 -7.69 0.00

Matched 10.35 -5.80 91.50 -0.61 0.54
no degree Unmatched 0.71 0.31 87.90 11.49 0.00

Matched 0.71 0.70 2.40 97.30 0.19 0.85
married Unmatched 0.19 0.87 -184.20 -25.81 0.00

Matched 0.19 0.19 0.00 100.00 0.00 1.00
black Unmatched 0.84 0.25 148.00 18.13 0.00

Matched 0.84 0.85 -1.30 99.10 -0.12 0.91
hispanic Unmatched 0.06 0.03 12.90 1.94 0.05

Matched 0.06 0.08 -7.70 39.80 -0.52 0.61
age squared Unmatched 717.39 1323.50 -97.10 -10.59 0.00

Matched 717.39 696.90 3.30 96.60 0.38 0.70
education squared Unmatched 111.06 156.32 -78.50 -8.52 0.00

Matched 111.06 114.01 -5.10 93.50 -0.61 0.55
1975 earnings Unmatched 1532.10 19063.00 -177.40 -17.50 0.00

Matched 1532.10 1742.00 -2.10 98.80 -0.52 0.60
1975 earnings squared Unmatched 1300.00 55000.00 -82.90 -7.98 0.00

Matched 1300.00 1400.00 -0.10 99.80 -0.13 0.90
no earning in 1975 Unmatched 0.40 0.90 -122.80 -20.70 0.00

Matched 0.40 0.43 -8.00 93.50 -0.53 0.60
hispanic*(no earning in 1975) Unmatched 0.03 0.03 3.00 0.41 0.68

Matched 0.03 0.06 -15.90 -427.50 -1.03 0.30
Note: 1. re75 squared is divided by 10,000.
          2. This table is produced by psmatch2 in Leuven and Sianesi (2003)

Table 9 Means of Covariates before and after Matching without 

Variable

Using 1974 Earnings in Dehejia and Wahba's Data
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Panel A: Matching without Bias-Correction, CPS data
(1) (2)(3) (4) (5) (6) (7) (8)(9) (10) (11)

Methods Coef. Bias Std. Error MSE Coef. Bias Std. Error
NSW Experiment (Benchmark) 1794.34 * + 0.00 632.85 632.85 1794.34 * + 0.00 632.85
Simple Mean Difference -1956.07 - -3750.42 598.81 3797.92 -8497.52 - -10291.86 712.02
OLS Regression 1085.08 * -709.26 580.77 916.71 1079.08 * -715.26 568.24
Propensity Score Matching (1:1) 1442.40 * -351.94 985.43 1046.39 1463.87 * -330.47 953.72
Propensity Score Matching (1:4) 1255.02 * + -539.32 763.58 934.84 1255.02 * + -539.32 760.89
Propensity Score Matching (1:8) 1135.37 * -658.97 715.34 972.60 1112.84 * -681.50 713.75
Euclidean Metric Matching (1:1) 656.43 * -1137.91 794.44 1387.80 362.06 -1432.28 825.41
Euclidean Metric Matching (1:4) 227.73 -1566.61 638.08 1691.57 211.39 -1582.95 643.54
Euclidean Metric Matching (1:8) 207.40 -1586.94 608.54 1699.62 130.63 -1663.71 610.55
Mahalanobis Metric Matching (1:1) 1343.99 * -450.35 851.96 963.67 1514.00 * + -280.34 833.73
Mahalanobis Metric Matching (1:4) 1228.47 * + -565.87 716.31 912.86 1261.71 * + -532.63 707.19
Mahalanobis Metric Matching (1:8) 1101.98 * + -692.36 677.95 969.01 1179.81 * + -614.53 676.73
Abadie and Imbens Metric Matching (1:1) 1405.80 * + -388.55 838.74 924.36 1499.19 * + -295.15 835.66
Abadie and Imbens Metric Matching (1:4) 1296.45 * + -497.90 705.40 863.42 1227.12 * + -567.23 705.53
Abadie and Imbens Metric Matching (1:8) 1091.58 * -702.76 679.66 977.66 1146.91 * + -647.44 685.57
Outcome Metric Matching (1:1) 1036.15 * -758.20 898.35 1175.54 1036.15 * -758.20 898.35
Outcome Metric Matching (1:4) 1189.32 * + -605.02 716.48 937.76 1149.68 * -644.66 717.98
Outcome Metric Matching (1:8) 1343.72 * + -450.62 680.19 815.92 1297.05 * + -497.29 681.36
Treatment Status Metric Matching (1:1) 1928.73 * + 134.39 814.79 825.80 1950.75 * + 156.41 816.00
Treatment Status Metric Matching (1:4) 1193.11 * + -601.23 718.26 936.69 1203.84 * + -590.50 718.63
Treatment Status Metric Matching (1:8) 1169.00 * + 678.13 546.66 871.03 1161.11 * + -633.23 678.19

Methods Coef. Bias Std. Error MSE Coef. Bias Std. Error
NSW Experiment (Benchmark) 1794.34 * + 0.00 632.85 632.85 1794.34 * + 0.00 632.85
Simple Mean Difference -6062.82 - -7857.16 856.99 7903.76 -15204.78 - -16999.12 1154.61
OLS Regression 394.23 -1400.12 965.10 1700.51 832.91 * -961.43 980.44
Propensity Score Matching (1:1) -691.50 -2485.84 1280.25 2796.15 -570.83 -2365.17 2187.37
Propensity Score Matching (1:4) -559.63 -2353.97 1326.66 2702.08 -467.05 -2261.39 1616.46
Propensity Score Matching (1:8) -880.20 -2674.54 1262.77 2957.66 -818.50 -2612.84 1634.23
Euclidean Metric Matching (1:1) -312.69 -2107.03 1729.70 2726.06 -277.82 -2072.16 1696.15
Euclidean Metric Matching (1:4) -1387.99 -3182.33 1417.47 3483.74 -1561.72 -3356.07 1451.13
Euclidean Metric Matching (1:8) -1557.33 -3351.67 1211.61 3563.95 -1728.46 -3522.80 1259.71
Mahalanobis Metric Matching (1:1) 207.41 -1586.93 1444.67 2146.03 -166.75 -1961.10 1396.87
Mahalanobis Metric Matching (1:4) -852.44 -2646.78 1465.76 3025.54 -1843.32 -3637.66 1417.74
Mahalanobis Metric Matching (1:8) -1886.98 -3681.33 1368.71 3927.53 -2160.42 - -3954.77 1152.97
Abadie and Imbens Metric Matching (1:1) 106.82 -1687.52 1548.03 2290.01 -235.51 -2029.85 1496.14
Abadie and Imbens Metric Matching (1:4) -1372.55 -3166.89 1664.66 3577.75 -2010.37 - -3804.72 1206.01
Abadie and Imbens Metric Matching (1:8) -1821.83 -3616.17 1409.64 3881.21 -818.50 -2612.84 1634.23
Outcome Metric Matching (1:1) 169.26 -1625.08 1516.73 2222.92 -106.96 -1901.30 1559.22
Outcome Metric Matching (1:4) -310.02 -2104.37 1575.40 2628.73 -345.06 -2139.40 1585.97
Outcome Metric Matching (1:8) -367.71 -2162.05 1504.98 2634.27 -344.04 -2138.39 1504.54
Treatment Status Metric Matching (1:1) -312.42 -2106.77 1552.43 2616.96 -489.82 -2284.16 1558.66
Treatment Status Metric Matching (1:4) -1318.04 -3112.38 1580.93 3490.88 -1324.02 -3118.36 1579.48
Treatment Status Metric Matching (1:8) -1212.07 -3006.41 1329.15 3287.12 -1349.97 -3144.31 1348.89

Note: 1. Propensity score specifications are selected through balancing tests using psmatch2 (Leuven and Sianesi, 2003). 
              For covariates in the propensity scores, please refer to table 9.
          2. The specification of the OLS is the same as the specification of the propensity score.
          3. Standard errors are estimated using nnmatch based on the formula in Abadie and Imbens (2002).   
          4. The 95% confidence interval from the experiment benchmark is [551,3038]. In column (2) and (8), * indicates the
               estimate falls into this interval.
          5. The benchmark is significant at 1% level. In column (3) and (9), "+"/"-"/blank indicates at 10% level, the estimate
              positively significant/negatively significant/insignificant.

With Common Support Condition Without Common Support Condi

Table 10 Estimates from Cross-Section Matching in Dehejia and Wahba's Data without Using 1974 Earings

Panel B: Matching without Bias-Correction, PSID data

With Common Support Condition Without Common Support Condi
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Treatment Effect Total Bias from Non- Bias on Bias on
on Treated Bias Overlapping Observable Unobservable

from Experiment Support
LaLonde CPS Data 886.30 -9756.61 -2916.54 -2083.03 -4757.04
      Percent of Total Bias 100.00% 29.89% 21.35% 48.76%
LaLonde PSID Data 886.30 -16463.87 -8727.66 -1736.80 -5999.41
      Percent of Total Bias 100.00% 53.01% 10.55% 36.44%
DW CPS Data 1794.34 -10291.86 -6758.50 -867.25 -2666.11
      Percent of Total Bias 100.00% 65.67% 8.43% 25.91%
DW PSID Data 1794.34 -16999.12 -8497.63 -2173.10 -6328.40
      Percent of Total Bias 100.00% 49.99% 12.78% 37.23%

Table 11 Decomposition of Selection-Bias
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