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Around $40 \%$ of the male workforce regularly works 8 to 9 hours a week of paid overtime. This paper investigates the determinants of overtime hours in Britain over the period 1975-1999. For this purpose a panel data Tobit model is estimated using the very large panel of employees from the National Earnings Survey Panel Dataset.
The empirical results show that changes in the job-mix across the economy, from high to low overtime jobs rather than within-job changes in the use of overtime, account for most of the apparent decline in the extent of overtime working over the 1990s. Within jobs, the GDP cycle has a significant impact on overtime work, while labour market conditions, represented by the unemployment rate, do not. The elasticity of total working hours with respect to wages is found to be close to zero and with respect to contractual hours close to unity. Furthermore the results show that the decline of unionisation has not altered the use of overtime.
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Over at least the last three decades in Britain the incidence of overtime and the number of hours of overtime work have remained persistently high. Through the 1980s around $40 \%$ of the fulltime male workforce were working paid overtime; this proportion declined somewhat over the 1990s, but was still $33 \%$ in 1999. Both contractual hours and total working hours have a parallel downward trend over the last three decades but, for those who work overtime, the share of overtime hours in total working hours has remained fairly constant. For those who work overtime the average number of paid overtime hours has fluctuated cyclically, but has been consistently between 8 and 10 hours per week. Similar observations are made for the US (Trejo, 1991, 1993) and Germany (Bauer and Zimmermann, 1999, and Hunt, 1999). This indicates that paid overtime hours are a significant proportion of the hours worked, and, consequently, of the labour costs of firms and the labour income of households. Also it suggests that overtime hours are a permanent feature of employment and not only a tool for firms in dealing with cyclical variation in labour demand.

Given its demand for labour, the firm decides how to distribute this between workers and hours per worker. In Britain overtime hours are largely unregulated, giving firms exceptional flexibility in the use of overtime hours to match their demand for labour (see Bell and Hart, 1999). The fixed costs associated with a worker, hourly wage rates and standard hours of work have all have been argued to be important determinants of the firm's desired distribution of labour demand over workers and hours per worker (see, e.g. Calmfors and Hoel, 1988). In addition to the firm's desired hours per worker, actual hours of paid work are affected by the worker's willingness to supply these (see, e.g., Nickell, 1983). It is natural to think of overtime hours, i.e. hours worked in excess of contractual hours, as associated with the firm's response to labour demand shocks caused by shifts in product demand. However, empirical evidence suggests that structural shifts in labour demand are more likely to be dealt with by variation in the number of workers rather than in hours of work i.e. that the cyclical variation in working hours is relatively small, with only short run or within period fluctuations in labour demand met by the use of overtime hours (Lilien and Hall 1986).

This paper analyses paid overtime work in Britain over the period 1975-1999. The main contribution can be summarized as follows: A panel data Tobit model is estimated to analyse the effects of contractual hours, wage rates and union status on paid overtime hours. The occurrence
and extent of overtime work is modelled as specific to the worker-job combination, comprising both labour demand and supply effects. In contrast to previous empirical studies, this econometric framework explicitly takes into account both the censoring of overtime hours at zero and worker-job specific effects that are allowed to correlate with the explanatory variables. This yields identification of the effects of time-varying explanatory variables on overtime work solely from within-job variation. Macroeconomic data on GDP and unemployment are used to assess the impact of the business cycle on overtime hours and whether there is any trend towards a reduction in overtime work over time. Finally, the empirical results identify the types of worker who work overtime. The data used are taken from the British New Earnings Panel Dataset (NESPD). These data are individual-level data, and the panel is available for the years 1975-99.

The remainder of the paper is structured as follows: Section 2 discusses previous empirical studies. Section 3 discusses the data. Section 4 describes the econometric framework for analysing overtime hours. Section 5 discusses the estimation results and section 6 concludes.

## 2. Previous Empirical Studies

Several studies have investigated the effects of changes in contractual hours and/or wage rates on overtime hours worked. Trejo (1993), using US cross-section data ${ }^{1}$, finds that a reduction in contractual hours results in an increase in paid overtime hours. Furthermore, he finds that an increase in the wage rate increases both the incidence of overtime and the number of overtime hours worked. Bell and Hart (1999), using British cross-section data ${ }^{2}$, similarly find a negative effect of contractual hours on paid overtime hours but, in contrast to Trejo, they find that an increase in the wage rate results in a decrease in paid overtime hours. Bauer and Zimmermann (1999), on the other hand, using data ${ }^{3}$ for Germany, find that a decrease in contractual hours decreases overtime work (including unpaid overtime hours). Since their study does not control for the change in wage rates implied by the change in contractual hours they cannot report on its impact. Each of these studies identifies the effects solely on cross-sectional variation ${ }^{4}$. Their results therefore basically identify which workers are likely to work overtime, rather than the

[^0]causal effects of a reduction in standard hours or an increase in the wage rate on overtime hours worked.

Panel data may be used to overcome this problem. Bell and Hart (1998), using British data ${ }^{5}$, analyse the influence of hourly wage rates on actual hours of work in a fixed effects model. Their main finding is that a rise in the hourly wage rate decreases total hours of work. They do not examine the impact on overtime hours directly, but use their estimates of a contractual hours equation and an actual hours equation to make inferences concerning overtime hours. Hunt (1999) takes as her focus of interest the effects of a reduction in contractual hours on overtime hours. Using German panel data ${ }^{6}$, she concludes that a one-hour reduction in standard hours leads to 0.88-1 hour reduction in actual hours and that overtime hours are hardly affected by this. Like Bell and Hart (1998) she does not analyse overtime hours directly, but focuses on actual hours, with a linear probability model for the incidence of overtime, then using these results to make inferences about overtime hours. In contrast to Bell and Hart, Hunt does not control for wage effects in the hours equation. Although she notes in her argument that for workers on weekly, monthly or annual pay a decrease in standard hours implies a de facto increase in the hourly wage rate, her econometric framework does not allow for this simultaneity.

Both Bell and Hart (1998) and Hunt (1999) base their estimates on a fixed effects model, exploiting the availability of panel data. In each case the fixed effects are individual specific. The justification of this relies solely on labour supply considerations, and means that identification of the parameters results primarily from between-job variation rather than within-job variation. The approaches adopted also not take into account the fact that the distribution of overtime hours is truncated at zero, resulting in the distribution of actual hours conditional on contractual hours being censored at the level of contractual hours. Failure to take account of this yields inconsistent estimates (Tobin, 1958).

The approach adopted in this study aims to model overtime hours directly, including both contractual hours and basic wage rates are among the explanatory variables. To accommodate both demand and supply influences on overtime worked job-individual specific effects are introduced. These are allowed to correlate with the explanatory variables. We also extend the econometric framework employed in previous empirical studies by taking into account the truncation of overtime hours using a newly developed estimator.

[^1]This study analyses paid overtime hours. Although from a welfare perspective unpaid overtime and shift work are of major importance they cannot be analysed in this paper since the necessary data are not available (see section 3). However, given the extent of paid overtime work, the analysis of this apparently important element of labour cost and source of household labour income is of interest in its own right. Confining the analysis to paid overtime yields a more clear-cut interpretation of the empirical results than if unpaid and paid overtime work were combined, as is often done. It does, however, blur the comparison with some previous studies.

## 3 The New Earnings Survey Panel Data 1975-1999 (NESPD)

The NESPD provides data on individual employees in employment in Britain. In principle all employees who have a National Insurance number that ends in a specified pair of digits are included in the sample, yielding a random sample of $1 \%$ of all workers in Britain. In each year the same specified digits are used to draw the sample, making it possible to construct the panel. The Survey questionnaire is directed to the worker's employer, who is legally obliged to complete the questionnaire from payroll records. The relevant questions on the individual's earnings and hours ask about total and overtime earnings, contractual (standard) working hours and paid overtime hours for the specific Survey week in April of each year. Furthermore, questions are asked about the employee's age, gender, union coverage, and occupation, along with the industrial classification and geographic location of the establishment. When this research was started all waves from 1975 to 1999 were available.

The Survey contains no information on the individual's educational attainment or on household characteristics such as the presence of children or marital status. For this reason the empirical analysis includes only male employees who are under 65 years of age. Individuals whose earnings are affected by absence are excluded from the sample, as are multiple jobholders and those who do not have specified contractual hours. These exclusions, together with missing values and inconsistencies in the individual's age or gender coding between years, eliminate around $20 \%$ of the potential sample. This yields an actual sample of about 72,000 individuals per year. In the empirical analysis only those individuals observed within a job in two consecutive periods can be used. This because the empirical analysis is based on a first difference equation, as will be discussed in section 4 . This results in a sample of about 47,000 individuals per year.

The definitions of the relevant variables are as follows. The standard wage rate is defined as standard gross weekly earnings (i.e. total weekly earnings minus weekly overtime pay) divided by standard ('normal basic') working hours. All wage rates are in 1999 £s, with deflation by the retail price index. The share of overtime work is defined as weekly paid overtime hours divided by total paid hours. Union coverage is based on whether or not the pay and working conditions of the worker are set by a collective agreement. Note that overtime work in Britain is largely unregulated (see Bell and Hart (1999) for a more detailed discussion on this issue). The occupational classification is based on the 1992 Standard Occupational Classification at the level of 9 Major Groups. The industrial classification is based on the 1995 Standard Industrial Classification, at the one-digit level. Location is distinguished at the level of the 11 Standard Regions. Finally, the identification of a job is based on the question that asks whether or not the worker has spent more than 12 months in the current job with the present employer. Although this question may be more broadly interpreted, it is used in the empirical analysis to define a job and follow an individual over time within a job. The appendix reports on the abbreviations used throughout the paper.

Since the job-individual fixed effects mean that identification is achieved through job changes Table 1 reports the frequency of job changes by individuals in the sample. Individuals are in the panel for varying lengths of time, but almost $70 \%$ changed jobs at least once during the observation period. Figure 1 charts the incidence of overtime work over the period. Through the late 1970s and the 1980s the incidence of overtime work averaged $42 \%$, varying cyclically from a low of $36 \%$ in 1981 to a high of $45 \%$ in 1979 and 1990. Through the 1990s it has declined continuously, but in $199933 \%$ of men were still working paid overtime. The average number of overtime hours worked by those working overtime fluctuated within a relatively narrow range, between 8.4 and 9.2 hours per week (see figure 2). For those who work overtime, around 17 percent of their total hours of work are overtime hours, and this figure has been extremely stable. From Figure 3 it appears that actual hours worked have decreased roughly in parallel with standard hours over the observation period, although with greater cyclical variability. The persistent margin of overtime hours is clear. Table 2 gives further distributional details for overtime hours along with further sample statistics for selected years. The most notable feature is the sharp decline in union coverage. A further feature not shown is a minor decline in overtime incidence and overtime hours with age.

Tables 3 and 4 show the distribution of employees across occupations and industries along with the average incidence of overtime and share of overtime hours in these groups. The
share of Managers and administrators (SOC1) has increased particularly sharply, while the share of employees who are in Craft and related jobs (SOC5) has declined. Among industrial sectors Distributive trades and catering (SIC7) and Banking, finance and business services (SIC9) have experienced rapid employment growth, while Metal goods and engineering products (SIC4) and Mineral extractions, metal and chemical products (SIC3) have declined. The main insight from these Tables is that most of the changes over time in the composition of the male labour force have been towards occupations and industries characterized by relatively low overtime incidence and overtime hours, and away from high-overtime jobs. ${ }^{7}$ Not shown here is that the change over the period in the incidence and share of overtime within occupations and industries appears relatively small compared to the differences between occupational and industries. The distribution of workers across regions changed only slightly over the period (Table 5), and the differences in overtime incidence and hours between regions are very small.

## 4

 The empirical frameworkThe demand for hours depends, among other things, on wage rates, the fixed cost of labour and the overtime premium, see e.g. Calmfors and Hoel (1988). The supply of hours depends on the wage rate and workers' preferences over leisure and income. The approach taken in this paper is to consider a reduced form specification for overtime hours, where observed overtime hours are considered to be a combination of the supply of hours and demand for hours per worker. That is, the empirical model can identify the effects of explanatory variables on overtime but cannot identify whether these are demand or supply effects or a combination. This is of course also the case in all empirical studies mentioned in section 2. In addition, overtime hours may be the outcome of unobserved job-individual related characteristics. Furthermore, observed hours of work are censored at the level of contractual hours i.e. overtime hours are censored at zero when actual hours are equal to contractual hours.

In the empirical analysis the dependent variable is taken to be the share of overtime hours in total hours of work, denoted by $s h_{i t}$. The index $i$ denotes the individual in combination with a specific job and $t$ denotes the time period. That is, N individuals are observed over the

[^2]sampling period with each individual ( $n$ ) having $J_{n}$ jobs over this period; this yields a total number of job-individuals equal to $\sum_{n=1, \ldots, N} J_{n}(\equiv I)$. The share of overtime hours is assumed to relate to the exogenous variables as follows:
\[

$$
\begin{equation*}
s h_{i t}=\max \left(0, \beta_{0, t}+X_{i t} \beta+\alpha_{i}+\varepsilon_{i t}\right), \quad \quad i=1, . ., I, t=1, . ., T \tag{1}
\end{equation*}
$$

\]

Where $\beta_{0, t}$ is a time-specific intercept parameter to control for calendar time effects, including cycle and trend, $\alpha_{i}$ the unobserved job-individual specific effect, $\beta$ the effect of the exogenous variables on the share of overtime hours, and $\varepsilon_{\mathrm{it}}$ is a idiosyncratic error term. The max operator takes into account the truncation at $0 . \mathrm{X}_{\mathrm{it}}$ contains all time-varying and time-constant variables. The time-varying variables used in the empirical analysis are standard hours of work, the standard hourly wage rate, union status, age and age squared. The time constant variables (within a job) are the individual's occupational group, and the establishment's industry code and region.

From equation (1) two econometric difficulties arise that need to be discussed in more detail. Firstly the fact that overtime hours are observed only for those who work overtime and are equal to 0 otherwise, i.e. the truncation of overtime hours at 0 . Secondly, the possibility that the unobserved job-individual specific characteristics $\left(\alpha_{i}\right)$ are correlated with the explanatory variables, due, for instance, to the omission of educational attainment or unobserved individualspecific preferences over work and leisure. Ignoring both these issues leads inconsistent parameter estimates, as noted in section 2. To solve the problem of truncation a Tobit model can be used (see Tobin, 1958). However, as a consequence of formulating a Tobit model the familiar 'within' estimator can no longer be employed to take into account possible correlation between the job-individual specific effects and the explanatory variables. To overcome this problem this paper adopts a panel data Tobit model as formulated in Kalwij (2000). Following Chamberlain (1984), he models the job-individual specific effect as a function of the explanatory variables. ${ }^{8}$ Specifically, in this paper it assumed that

[^3]\[

$$
\begin{equation*}
\alpha_{i}=\bar{X}_{i} \gamma+\mu_{i}, \quad \bar{X}_{i}=\frac{1}{T} \sum_{s=1}^{T} X_{i s} \tag{2}
\end{equation*}
$$

\]

That is, the correlation between the job-individual specific effects and the explanatory variables is modelled explicitly as a function of the average over time of the explanatory variables plus a random job-individual specific effect that is assumed to be uncorrelated with the explanatory variables $\left(\mu_{i}\right)$. Intuitively, this parameterisation is quite appealing since in the absence of censoring, i.e. when a linear regression model can be estimated, it yields the familiar 'within' estimates (see Mundlak, 1978). In a censored panel data model, however, consistency does depend on correct parameterisation in equation (2). To alleviate the sensitivity of the parameter estimates with respect to this parameterisation Kalwij (2000) proposes a panel data Tobit model based on taking first differences of the equation of interest:

$$
\begin{equation*}
\Delta s h_{i t}=\Delta \beta_{0, t}+\Delta X_{i t} \beta+\Delta \varepsilon_{i t}, \quad i=1, . ., I, t=2, . ., T \tag{3}
\end{equation*}
$$

Although the job-individual specific effects no longer appear in equation (3) they are still present in the selection part of the model. So applying least squares to equation (3) on a sample of positive values of $s h_{i t-1}$ and $s h_{i t}$ would yield inconsistent estimates since $E\left[\Delta \varepsilon_{i t} \mid s h_{i t-1}^{*}>0, s h_{i t}^{*}>0\right] \neq 0$. This sample selection is taken into account in an estimation procedure similar to Tobin (1958). As with all estimators based on first differences, the cost of applying this estimator is that in the estimation one can use only those individuals observed within a job in two consecutive periods.

### 4.1 The estimation procedure

A Maximum Likelihood estimator is employed to estimate equation (3). As in the standard Tobit model, the error term $\varepsilon_{\mathrm{it}}$ is assumed to be Normally distributed with mean zero and variance $\sigma_{t}^{2}$ : $\boldsymbol{\varepsilon}_{i t} \sim N\left(0, \sigma_{\varepsilon, t}^{2}\right)$. The random individual specific effect in equation (2), $\mu_{i}$, is assumed Normally distributed with mean zero and variance $\sigma_{\mu}^{2}, \mu_{i} \sim N\left(0, \sigma_{\mu}^{2}\right)$. Substituting equation (2) into equation (1) yields:

$$
\begin{equation*}
s h_{i t}=\max \left(0, \beta_{0, t}+X_{i t} \beta+\bar{X}_{i} \gamma+u_{i t}\right) \tag{1’}
\end{equation*}
$$

$$
i=1, . ., I, t=1, . ., T
$$

Where $u_{i t}=\mu_{i}+\varepsilon_{i t}$ with, given the distributional assumptions, $u_{i t} \sim N\left(0, \sigma_{t}^{2}\right)$, $\sigma_{t}^{2}=\sigma_{\mu}^{2}+\sigma_{\varepsilon, t}^{2}$. Equation (3) remains unchanged but can be written as follows:

$$
\begin{equation*}
\Delta s h_{i t}=\Delta \beta_{0, t}+\Delta X_{i t} \beta+\eta_{i t}, \quad i=1, . ., I, t=2, \ldots, T . \tag{3'}
\end{equation*}
$$

Where $\eta_{i t}=u_{i t}-u_{i t-1}\left(\equiv \varepsilon_{i t}-\varepsilon_{i t-1}\right)$.
The estimation is done in two steps in order to take into account arbitrary serial correlation. The correlation between $u_{i t-l}$ and $u_{i t}$ is denoted by $\rho_{l}$. The probability of observing positive values of the share of overtime hours in both period $t-1$ and $t$ is given by:

$$
\begin{equation*}
L_{i t}^{1}(\theta)=\Phi_{2}\left(\frac{\beta_{0, t-1}+X_{i t-1} \beta+\bar{X}_{i} \gamma}{\sigma_{t-1}}, \frac{\beta_{0, t}+X_{i t} \beta+\bar{X}_{i} \gamma}{\sigma_{t}}, \rho_{t}\right), \tag{4}
\end{equation*}
$$

Where $\theta=\left(\beta_{0,1}, . ., \beta_{0, T}, \beta, \gamma, \sigma_{1}, \ldots, \sigma_{T}, \rho_{2}, . ., \rho_{T}\right)$ and $\Phi_{2}($.$) is the cumulative bivariate standard$ Normal distribution.

The truncated distribution of $\left(\Delta s h_{i t}-\Delta \beta_{0, t}-\Delta X_{i t} \beta\right)$ is given by (see Kalwij, 2000):

$$
\begin{align*}
L_{i t}^{2}(\theta)= & \frac{1}{\sigma_{\eta, t}} \phi\left(\frac{\eta_{i t}}{\sigma_{\eta, t}}\right) \times  \tag{5}\\
& \Phi\left(\min \left(\frac{\beta_{0, t-1}+X_{i t-1} \beta+\bar{X}_{i} \gamma+\frac{\sigma_{\eta t-1}}{\sigma_{\eta, t}^{2}} \eta_{i t}}{\sqrt{\sigma_{t-1}^{2}-\sigma_{\eta t-1}^{2} \sigma_{\eta, t}^{-2}}}, \frac{\beta_{0, t}+X_{i t} \beta+\bar{X}_{i} \gamma+\frac{\sigma_{\eta t}}{\sigma_{\eta, t}^{2}} \eta_{i t}}{\sqrt{\sigma_{t}^{2}-\sigma_{\eta t}^{2} \sigma_{\eta, t}^{-2}}}\right)\right)
\end{align*}
$$

Where $\eta_{i t}=\Delta s h_{i t}-\Delta \beta_{0, t}-\Delta X_{i t} \beta, \sigma_{\eta, t}^{2}=\sigma_{t-1}^{2}-2 \rho_{t} \sigma_{t-1} \sigma_{t}+\sigma_{t}^{2}, \sigma_{\eta t-1}=\rho_{t} \sigma_{t-1} \sigma_{t}-\sigma_{t-1}^{2}$ and $\sigma_{\eta t}=\sigma_{t}^{2}-\rho_{t} \sigma_{t-1} \sigma_{t} . \Phi($.$) is the cumulative standard Normal distribution and \phi($.$) is the$ standard Normal density function.

Based on equations (4) and (5), the Maximum Likelihood estimate of $\theta_{t}=\left(\Delta \beta_{0, t}, \beta_{t}, \gamma_{t}, \sigma_{t-1}, \sigma_{t}, \rho_{t}\right)$ is given by:

$$
\begin{equation*}
\hat{\theta}_{t}=\underset{\theta}{\arg \max } \sum_{i=1}^{N}\left(1-I_{\left(y_{i t-1}>0, y_{i t}>0\right)}\right) \ln \left(1-L_{i t}^{1}\right)+I_{\left(y_{i t-1}>0, y_{i t}>0\right)} \ln \left(L_{i t}^{2}\right) \tag{6}
\end{equation*}
$$

Maximum Likelihood is applied to each period $(t=2, . ., T)$ and next a Minimum Distance estimator is employed to impose the restriction $\left\{\beta_{t}=\beta\right.$ and $\left.\gamma_{t}=\gamma, \forall t\right\}$ using the optimal weighting matrix. As in a fixed effects model only the $\beta$ parameters corresponding to the time varying regressors are identified. For the time constant regressors only the sum (say, $\beta_{2}+\gamma_{2}$ ) is identified. The reported pseudo $R^{2}$ is defined as the square of the correlation between the expected share of overtime hours, i.e. the expectation of equation (1'), and observed overtime hours.

Under the assumption of a correctly parameterised job-individual specific effect and, as in the standard Tobit model, Normally distributed error terms, this approach yields consistent parameter estimates. Thus this model overcomes the problems in the econometric specifications of the previous studies discussed in section 2 and allows for both censoring of overtime hours and job-individual specific effects by fully exploiting the fact that panel data are available.

### 4.2 Business cycle effects

Figures 1 to 4 show that overtime incidence and hours are affected by the business cycle, showing a pro-cyclical movement over time. Although the variation over time due to possible business cycle effects is relatively small, it is important to control for these in order to assess whether overtime hours are decreasing over time. For this purpose an approach is taken similar to that of Behrman and Birdsall (1988) who analyse wage rates modelling calendar time effects as a function of macroeconomic indicators of the business cycle. The de-trended real gross domestic product $\left(R G D P_{t}\right)$ and the unemployment rate $\left(U R_{t}\right)$ are used as macroeconomic indicators. These variables are shown in figures 5 and 6 . The employer's response to a positive productivity shock may be to increase the hours worked by the current workforce; hence a positive coefficient on this variable is expected. The unemployment rate is used as an indicator of the degree of tightness in the labour market. Hence, if one expects that when the labour market is tight, i.e. unemployment is low, firms are forced to respond to fluctuations in product demand by using
more overtime rather than hiring more workers, then the coefficient on this variable is expected to have a negative sign.

The relationship between these two macroeconomic variables and the calendar time effects is assumed to be as follows:

$$
\begin{equation*}
\beta_{0, t}=\theta_{0}+\theta_{1} t+\theta_{2} t^{2}+\theta_{3} \ln \left(R G D P_{t}\right)+\theta_{4} U R_{t}+\zeta_{t} \quad t=1, . ., T \tag{7}
\end{equation*}
$$

Equation (7) is estimated by the Minimum Distance procedure. ${ }^{9}$

## 5 Empirical Results

Table 6 reports the estimation results. Looking first at the job-individual effects, Table 6 shows that individuals in jobs classified to occupations SOCs 5, 6 and 7 (Craft and Related; Personal and Protective Services; Plant and Machine Operatives) work the largest relative amounts of overtime. Differences in overtime work across industries are relatively small, except for the high level in SIC8 (Transport and Communications). Regional differences are found to be very small. The extent of overtime working is unaffected by the individual's age. Contrary to the visual impression from figures 1 and 2 the downward trend in overtime hours begins in the early 1980s, but becomes noticeable only in the last few years of the period; again contrary to the visual impression, the effect is always small and a decrease only sets in after 1996. In fact the estimation results (the p.e.'s of trend and trend squared) suggest an increase of about 2 percentage points over the entire period 1975-99 after controlling for the business cycle and job composition. The main reason for the observed reduction in overtime (figures 1 and 2 ) is a compositional effect: the substitution away from jobs with paid overtime hours to jobs with no paid overtime hours (see also tables 3 and 4).

Turning to the time varying explanatory variables, the parameter estimates on the time averages show that individuals in union covered jobs work more paid overtime. However, the effect of de-unionisation on overtime work appears to be relatively small (p.e. is 0.0017) suggesting that union coverage is related to the type of job rather than it affecting overtime

[^4]hours. Jobs with relatively high contractual hours of work are characterized by more hours of paid overtime. Low wage jobs do not appear to be associated with overtime work (p.e. 0.0012 and insignificant). A $1 \%$ increase in the wage rate causes a decrease in the share of overtime hours of about $0.1 \%$ (p.e. is -0.0193 ). This implies from a supply side perspective that the income effect dominates the substitution effect, or from the demand side that firms substitute away from hours when wages increase. As mentioned in section 4, only the sum of the demand and supply effects is identified in this model and the overall effect of a change in the wage rate on total working hours is found to be very small (an elasticity of about -0.024). A reduction in contractual hours is associated with an increase in the share of overtime work. The elasticity of total working hours with respect to contractual hours is about 0.98 . This is very close to the figure found in the other empirical studies discussed in section 2, and confirms that a reduction in contractual hours does lower actual hours, and that the elasticity is close to 1 . This is not, however, evidence in favour of a policy to reduce working hours in order to increase employment since the analysis in this paper is conditional on total labour demand (see, e.g. Kapteyn et al., 2000, for a discussion on work-sharing policies).

The business cycle, as measured by fluctuations in GDP around trend, has a large impact on overtime work. A $1 \%$ movement above trend is associated with $1.2 \%$ rise in overtime. The unemployment rate, on the other hand, has virtually no impact. These results are in line with the 'business cycle facts' emphasised in macroeconomics, that whole-economy total hours worked are at least as volatile as output, and divide between hours and employment with hours tending to lead, and employment to lag, the output cycle (see e.g. Millard, Scott and Sensier, 1997). This suggestion that productivity shocks are dealt with in the first instance by expanding hours of work, with employment effects occurring rather later, is confirmed by the pattern in the correlation coefficient in figure 7. The average correlation is negative and equal to -0.33 , suggesting that a job specific shock in overtime work is compensated by a reduction in the next period.

## 6 <br> Conclusions

This paper has made two innovations in its analysis of overtime work in Britain over the past 25 years. The extent of overtime work is viewed as the outcome of both demand and supply influences encapsulated in job-individual effects, related to the individual within a particular job.

A new estimation method as been applied, allowing for the truncation of overtime hours at zero in a model with job/individual specific effects and allowing for correlation between these and the included explanatory variables. Hence identification of the elasticities of overtime hours with respect to standard hours, wage rates and union status is based solely on within job changes.

Three important conclusions emerge from the analysis. Changes in the job-mix across the economy, from high to low overtime jobs rather than within-job changes in the use of overtime, account for most of the apparent decline in the extent of overtime working over the 1990s. Within jobs, the GDP cycle has a significant impact on overtime work, while labour market conditions, represented by the unemployment rate, do not. The elasticity of total hours with respect to wages is found to be close to zero. The elasticity of total hours with respect to contractual hours is positive and very close to unity; reducing the length of the standard workweek reduces working time to approximately the same extent. While deregulation and the decline of unionisation have changed the British labour market in many ways, it is structural change rather than institutional change that is altering the use of overtime.
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## Appendix: Definitions of the abbreviations.

| Region | Dummy variable |
| :--- | :--- |
| Greater London | REG1 |
| South-East (excluding Greater London) | REG2 |
| East Anglia | REG3 |
| South West | REG4 |
| West Midlands | REG5 |
| East Midlands | REG6 |
| Yorkshire \& Humberside | REG7 |
| North West | REG8 |
| North | REG9 |
| Wales | REG10 |
| Scotland | REG11 |
|  |  |
| Industry Status | Dummy variable |
| Agriculture | SIC1 |
| Energy and water supply | SIC2 |
| Mineral extractions, metal and chemical products | SIC3 |
| Metal goods and engineering products | SIC4 |
| Other manufacturing industries | SIC5 |
| Construction | SIC6 |
| Distributive trades and catering | SIC7 |
| Transport and communications | SIC8 |
| Banking, finance and business services | SIC9 |
| Other services | SIC10 |


| Occupational Status | Dummy variable |
| :--- | :--- |
| Managers and administrators | SOC1 |
| Professional | SOC2 |
| Associate professional and technical | SOC3 |
| Clerical and secretarial | SOC4 |
| Craft and related occupations | SOC5 |
| Personal and protective services | SOC6 |
| Sales | SOC7 |
| Plant and machine operatives | SOC8 |
| Other | SOC9 |

Table 1: Number of jobs per individual (percentages)

| Number of jobs | 1 | 2 | 3 | 4 | 5 | 6 | 7 | $>7$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\%$ workers | 31.3 | 25.8 | 18.8 | 11.8 | 6.6 | 3.3 | 1.5 | 0.9 |

Table 2: Sample statistics, selected years

| Variables | '76 | ' 80 | ' 85 | '90 | '95 | '99 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Age | 41.2 | 40.6 | 40.0 | 40.1 | 39.9 | 40.8 |
| Union Status | 0.59 | 0.50 | 0.50 | 0.36 | 0.28 | 0.22 |
| Overtime incidence | 0.42 | 0.42 | 0.42 | 0.43 | 0.38 | 0.33 |
| Share of Overtime hours | 0.17 | 0.18 | 0.17 | 0.17 | 0.17 | 0.16 |
| (If working overtime) |  |  |  |  |  |  |
| Distribution of overtime hours (If working overtime) |  |  |  |  |  |  |
| Mean | 8.92 | 9.75 | 8.80 | 9.23 | 8.96 | 8.42 |
| $10^{\text {th }}$ Percentile | 1.84 | 1.84 | 1.50 | 1.50 | 1.26 | 1.25 |
| $50^{\text {th }}$ Percentile | 7.37 | 7.60 | 7.00 | 7.28 | 6.62 | 6.00 |
| $90^{\text {th }}$ Percentile | 18.1 | 19.4 | 18.3 | 19.8 | 19.8 | 18.7 |

Distribution of standard hours
Mean
$10^{\text {th }}$ Percentile
$50^{\text {th }}$ Percentile
$90^{\text {th }}$ Percentile

Distribution of the basic hourly wage rate

| Mean | 7.18 | 7.20 | 8.13 | 9.99 | 10.3 | 11.1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $10^{\text {th }}$ Percentile | 4.32 | 4.20 | 4.42 | 4.70 | 4.81 | 5.05 |
| $50^{\text {th }}$ Percentile | 6.38 | 6.37 | 7.04 | 7.90 | 8.45 | 9.04 |
| $90^{\text {th }}$ Percentile | 11.0 | 11.1 | 13.1 | 15.5 | 17.4 | 18.8 |

Table 3: Occupational Status.
$\mathrm{OI}=$ overtime incidence, $\mathrm{SOH}=$ share of overtime hours in total working hours

|  | OI | SOH | \% of observations per category within a year |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | ${ }^{7} 76$ | '80 | '85 | '90 | '95 | '99 |
| SOC1 | 0.11 | 0.13 | 6.7 | 7.7 | 8.0 | 9.9 | 14.4 | 16.6 |
| SOC2 | 0.16 | 0.13 | 11.5 | 11.6 | 12.4 | 12.6 | 11.5 | 11.6 |
| SOC3 | 0.23 | 0.13 | 7.1 | 7.8 | 8.9 | 9.4 | 9.3 | 8.7 |
| SOC4 | 0.38 | 0.14 | 10.7 | 10.1 | 10.5 | 10.1 | 10.4 | 10.0 |
| SOC5 | 0.52 | 0.17 | 26.7 | 25.7 | 23.3 | 21.9 | 19.1 | 16.9 |
| SOC6 | 0.52 | 0.15 | 4.6 | 5.1 | 6.0 | 5.8 | 6.2 | 7.1 |
| SOC7 | 0.19 | 0.16 | 3.4 | 3.3 | 4.1 | 4.0 | 4.5 | 5.0 |
| SOC8 | 0.60 | 0.19 | 19.9 | 19.9 | 18.2 | 17.9 | 16.5 | 16.2 |
| SOC9 | 0.57 | 0.20 | 9.4 | 8.7 | 8.7 | 8.5 | 8.0 | 7.9 |
|  |  |  | 100 | 100 | 100 | 100 | 100 | 100 |

Table 4: Industry Status.
$\mathrm{OI}=$ overtime incidence, $\mathrm{SOH}=$ share of overtime hours in total working hours

|  | OI | SOH | \% of observations per category within a year |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | '76 | '80 | '85 | '90 | '95 | '99 |
| SIC1 | 0.55 | 0.20 | 1.5 | 1.5 | 1.4 | 1.4 | 1.3 | 1.2 |
| SIC2 | 0.41 | 0.16 | 5.3 | 5.1 | 5.1 | 4.6 | 2.9 | 2.2 |
| SIC3 | 0.42 | 0.18 | 8.1 | 7.8 | 6.6 | 6.5 | 5.7 | 4.5 |
| SIC4 | 0.50 | 0.17 | 21.0 | 20.5 | 18.4 | 18.3 | 16.8 | 15.9 |
| SIC5 | 0.44 | 0.18 | 11.8 | 11.2 | 10.8 | 11.1 | 11.3 | 10.3 |
| SIC6 | 0.43 | 0.18 | 8.3 | 8.0 | 7.4 | 6.8 | 5.7 | 5.5 |
| SIC7 | 0.32 | 0.16 | 8.6 | 10.1 | 10.9 | 11.4 | 13.2 | 15.1 |
| SIC8 | 0.57 | 0.20 | 12.7 | 11.9 | 11.2 | 10.4 | 9.7 | 9.3 |
| SIC9 | 0.25 | 0.12 | 4.8 | 5.7 | 7.2 | 10.1 | 12.1 | 13.5 |
| SIC10 | 0.28 | 0.15 | 18.0 | 18.3 | 21.1 | 19.5 | 21.3 | 22.5 |
|  |  |  | 100 | 100 | 100 | 100 | 100 | 100 |

Table 5: Region
$\mathrm{OI}=$ overtime incidence, $\mathrm{SOH}=$ share of overtime hours in total working hours

|  | OI | SOH | \% of observations per category within a year |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | '76 | '80 | '85 | '90 | '95 | '99 |
| REG1 | 0.35 | 0.17 | 15.8 | 15.6 | 15.7 | 15.1 | 14.5 | 14.1 |
| REG2 | 0.40 | 0.17 | 15.1 | 15.3 | 16.1 | 16.5 | 16.6 | 17.1 |
| REG3 | 0.44 | 0.17 | 3.4 | 3.3 | 3.5 | 3.7 | 4.1 | 4.3 |
| REG4 | 0.39 | 0.16 | 7.4 | 7.6 | 8.0 | 8.2 | 8.2 | 8.4 |
| REG5 | 0.41 | 0.17 | 9.6 | 10.1 | 9.6 | 10.5 | 9.8 | 10.4 |
| REG6 | 0.44 | 0.17 | 6.8 | 7.1 | 6.9 | 7.2 | 7.8 | 8.1 |
| REG7 | 0.42 | 0.17 | 9.8 | 9.5 | 9.3 | 9.5 | 9.5 | 9.7 |
| REG8 | 0.41 | 0.17 | 12.0 | 11.9 | 11.7 | 11.1 | 11.1 | 10.7 |
| REG9 | 0.40 | 0.17 | 4.5 | 4.7 | 4.4 | 4.2 | 4.3 | 4.0 |
| REG10 | 0.38 | 0.17 | 5.0 | 4.5 | 4.6 | 4.7 | 4.6 | 4.5 |
| REG11 | 0.41 | 0.17 | 10.7 | 10.4 | 10.2 | 9.3 | 9.5 | 8.8 |
|  |  |  | 100 | 100 | 100 | 100 | 100 | 100 |

Table 6: Estimation results. Dependent variable is the share of overtime hours in total working hours.*

| Explanatory variables | p.e. | s.e. |  | p.e. | s.e. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Constant | -0.0321 | 0.0032 |  |  |  |
| Ln(Real GDP per worker) | 0.2043 | 0.0157 |  |  |  |
| Unemployment rate | -0.0018 | 0.0001 |  |  |  |
| Trend ( $\mathrm{t}=0, . ., \mathrm{T}$ ) | 0.0022 | 0.0002 |  |  |  |
| Trend squared | $-5.1 \times 10^{-5}$ | $6.5 \times 10^{-6}$ |  |  |  |
| Age | $7.7 \times 10^{-6}$ | $1.9 \times 10^{-5}$ |  |  |  |
| Age squared | $1.8 \times 10^{-7} \quad 4.5 \times 10^{-7}$ |  |  |  |  |
|  |  |  |  | Time Average |  |
| Ln (standard hours) | -0.0204 | 0.0008 |  | $0.0352$ | 0.0011 |
| Ln (standard wage rate) | -0.0193 | 0.0008 |  | 0.0012 | 0.0008 |
| Union status | 0.0017 | 0.0006 |  | 0.0040 | 0.0007 |
| Occupation |  |  |  |  |  |
| SOC1 | - |  |  |  |  |
| SOC2 | 0.0147 | 0.0004 | SOC6 | 0.0777 | 0.0007 |
| SOC3 | 0.0254 | 0.0004 | SOC7 | 0.0100 | 0.0007 |
| SOC4 | 0.0425 | 0.0005 | SOC8 | 0.0709 | 0.0006 |
| SOC5 | 0.0590 | 0.0005 | SOC9 | 0.0613 | 0.0006 |
| Industry |  |  |  |  |  |
| SIC1 | - |  | SIC6 | -0.0092 | 0.0005 |
| SIC2 | -0.0087 | 0.0006 | SIC7 | -0.0167 | 0.0005 |
| SIC3 | -0.0080 | 0.0005 | SIC8 | 0.0113 | 0.0005 |
| SIC4 | 0.0020 | 0.0005 | SIC9 | -0.0130 | 0.0006 |
| SIC5 | -0.0073 | 0.0005 | SIC10 | -0.0258 | 0.0006 |
| Region |  |  |  |  |  |
| REG1 | - |  |  |  |  |
| REG2 | 0.0020 | 0.0002 | REG7 | -0.0038 | 0.0003 |
| REG3 | -0.0008 | 0.0004 | REG8 | -0.0066 | 0.0003 |
| REG4 | -0.0047 | 0.0003 | REG9 | -0.0097 | 0.0004 |
| REG5 | -0.0059 | 0.0027 | REG10 | -0.0127 | 0.0004 |
| REG6 | -0.0027 | 0.0003 | REG11 | -0.0053 | 0.0003 |
| $\rho_{\mathrm{t}}$ (mean group estimate) | -0.3297 | 0.0395 |  |  |  |
| $\sigma_{\mathrm{t}}$ (mean group estimate) | 0.1061 | 0.0216 |  |  |  |
| Pseudo $\mathrm{R}^{2}$ | 0.132 |  |  |  |  |

[^5]Figure 1: Overtime Incidence


Figure 2: Average overtime hours for workers who work overtime





Figure 6: Unemployment rate


Figure 7: Correlation coefficient
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[^0]:    ${ }^{1}$ May 1985 Current Population Survey.
    ${ }^{2} 1996$ wave of the National Earnings Survey (NES).
    ${ }^{3}$ 1984-1997 waves of the German SocioEconomic Panel (GSOEP).
    ${ }^{4}$ Bauer and Zimmermann have panel data but their pooled Tobit model does not exploit this.

[^1]:    ${ }^{5}$ 1975-1994 waves of the National Earnings Survey (NES).
    ${ }^{6}$ 1984-1994 waves of the German Socio-Economic Panel (GSOEP).

[^2]:    ${ }^{7} \mathrm{An}$ issue not addressed here because of a lack of data on this is whether or not these new jobs are characterized by high unpaid overtime incidence and hours.

[^3]:    ${ }^{8}$ An alternative less parametric estimator for a panel data Tobit model with fixed effects is formulated by Honoré (1993). This estimator, however, does not identify the marginal effects and depends on the socalled conditional symmetry assumption that may be considered too restrictive in this particular study in which one wishes to allow for arbitrary serial correlation.

[^4]:    ${ }^{9} \theta_{l}$ and $\theta_{2}$ are true calendar time effects only under the assumption of no birth-cohort effects.

[^5]:    * p.e. $=$ parameter estimates, s.e. $=$ standard error.

