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ABSTRACT

IZA DP No. 14236 MARCH 2021

On Synthetic Income Panels*

In many developing countries, the increasing public interest in monitoring economic 

inequality and mobility is hindered by the scarce availability of longitudinal data. Synthetic 

panels based on matching individuals with the same time-invariant characteristics in 

consecutive cross-sections have been recently proposed as a substitute to such data. We 

extend the methodology to construct such synthetic panels in several directions by: a) 

explicitly assuming the unobserved or time variant determinants of (log) income are AR(1) 

and relying on pseudo-panel procedures to estimate the corresponding auto-regressive 

coefficient; b) abstracting from (log) normality assumptions; c) generating a close to perfect 

match of the terminal year income distribution and d) considering the whole income 

mobility matrix rather than mobility in and out of poverty. We exploit the cross-sectional 

dimension of a national-representative Mexican panel survey to evaluate the validity of this 

approach. With the median estimate of the AR coefficient, the income mobility matrix in 

the synthetic panel closely approximates that of the genuine matrix observed in the actual 

panel, except for out-lying values of the AR coefficient.
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1. Introduction 

Measuring income mobility is inextricably linked to the measurement of inequality and 

poverty. The incomes of two persons A and B may be very different at times 𝑡 and 𝑡′. But 

can this difference be truly considered as inequality if they switch their incomes between 

𝑡 and 𝑡′? Likewise, should a person with an income above the poverty line in period t be 

considered as non-poor if this same individual’s income falls below the line in period  𝑡′? 

Clearly, this may depend on how much above the poverty line she was in the first period and 

how much below in the second period. Measuring inequality and poverty may thus be 

misleading if one uses only a snapshot of income disparities at a single point of time instead 

of considering a sequence of individual incomes over multiple periods.  

Longitudinal or panel data that permit the analysis of dynamics of individual incomes are 

seldom available in developing countries. Yet, snapshots of income distributions can be 

estimated from repeated cross-sectional household surveys that have become increasingly 

available. A recent idea was to construct synthetic panel data based on these data by 

appropriately matching individuals in the two cross-sections with the same time invariant 

characteristics but with the appropriate age difference in (two) consecutive cross-sections. 

Such synthetic panels potentially offer advantages over real panel data. They may cover a 

larger number of periods and they suffer much less from typical panel data problems like 

attrition, non-response and, to some extent, measurement error (Verbeek, 2007). But their 

reliability depends on the quality of the matching method.   

This approach has received much attention recently following two strands of the literature. 1 

The early literature followed Dang et al. (2014) methodology that allows computing bounds 

of income mobility (i.e., in and out of poverty). This procedure matches individuals with 

identical time-invariant characteristics and assumes that part of the (log) income that is 

independent of these characteristics is normally distributed across two periods with a 

theoretical correlation coefficient equal to 0 or 1 for the upper and lower bounds respectively. 

                                                 
1 Bourguignon et al. (2004) was an earlier attempt in the same direction using the first two moments of the 

income distribution to estimate rho. More recently, Kraay and van der Weide (2017) use the first two moments 

of aggregate data to provide bounds of individual level income mobility over long periods. 
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While this study also suggests narrowing the bounds by obtaining empirical values for this 

correlation coefficient from auxiliary datasets, a more recent strand of the literature follows 

methodological refinements in Dang and Lanjouw (2013) that collapse these bounds of 

mobility into point estimates based on a correlation coefficient estimated through pseudo-

panel techniques. 2   

Unsurprisingly, the properties of such synthetic panels strongly depend on the assumptions 

being made and the way key parameters are estimated. In the methodology designed by Dang 

and Lanjouw (2013), for instance, the bi-normality assumption made on the joint distribution 

of initial and final (log) incomes – conditionally on time invariant characteristics - and the 

way the associated coefficient of correlation is estimated strongly influences the synthetic 

income (and poverty) mobility matrix.  As this coefficient is bound to have a strong impact 

on the extent of estimated mobility, the estimation method and its precision clearly are of 

first importance. 

The present paper improves on previous works by offering a more rigorous treatment of the 

estimation of the correlation coefficient that explicitly relies on an AR(1) specification. It 

also improves previous methodologies by departing from the normality assumption and 

offers a quasi-perfect fit to both the initial and final cross-sectional distributions.  Finally, we 

significantly extend the focus in existing studies on poverty mobility to the whole income 

mobility matrix. These various extensions could enable us to provide richer and more 

accurate analysis using synthetic panels than are available in existing studies.  

The validity and the precision of the synthetic panels constructed with our proposed method 

are tested by comparing the synthetic mobility matrix obtained from the initial and terminal 

cross-sections of a Mexican panel household survey between 2002 and 2005 and the observed 

actual matrix in that survey. Although no formal test is possible on a single observation, the 

results are encouraging as the synthetic joint distribution of initial and final incomes is rather 

close to the joint distribution in the actual (genuine) panel. However, simulations performed 

by allowing the AR(1) coefficient to vary within its estimated confidence interval show 

                                                 
2 These synthetic panel techniques have been applied to survey data in a number of countries from Africa, 

Europe, Latin America, and Asia (e.g., Ferreira et al. (2013); Cruces et al. (2015); Beegle et al. (2016); OECD 

(2018)). Dang et al. (2019) offer a recent review of studies that employ these synthetic panel techniques. 
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somewhat high variability of the synthetic mobility matrix and associated income mobility 

measures. This suggests that caution should be exercised in analyzing income mobility based 

on synthetic panel techniques.  

This paper consists of five sections. We describe our proposed methodology to construct 

synthetic panels based on AR(1) stochastic income processes in the next section. To highlight 

the new contributions, we also offer some brief comparison between our method and previous 

studies in this section. We subsequently describe in Section 3 the survey data that we analyse, 

the setup of the income model, and the calibration method for the correlation coefficient. 

Section 4 presents the key results and compares the central estimate of the synthetic income 

mobility matrix and various mobility measures to those obtained from the authentic panel. 

We also offer robustness checks in this section. We finally conclude in Section 5. 

 

2. The construction of a synthetic income panel 

2.1 Matching techniques and the synthetic panel approach 

Consider two rounds of independent cross-section data at time t and t', and let 𝑦𝑖(𝜏)𝜏′ denote 

the (log) income in period 𝜏′ of an individual 𝑖 observed in period 𝜏.3 From these repeated 

cross sections, we only observe 𝑦𝑖(𝑡)𝑡  and 𝑦𝑖(𝑡′)𝑡′, the incomes of different individuals in each 

period. Constructing the synthetic panel is somehow 'inventing' a plausible value for 𝑦𝑖(𝑡)𝑡′, 

which is the unobserved (log) income in period 𝜏′ of the same individual 𝑖 in period 𝜏.  

The first step is to account for the way in which time-invariant individual attributes, z, may 

be remunerated in a different way in periods 𝜏 and 𝜏′. To do so, an income model defined 

exclusively on the time-invariant attributes observed in the two cross-sections is estimated 

with the OLS method 

𝑦𝑖(𝜏)𝜏 = 𝓏𝑖(𝜏)𝛽𝜏 + 휀𝑖(𝜏)𝜏     𝜏 = 𝑡, 𝑡′       (1) 

                                                 
3 This notation is borrowed from Moffit (1993). 
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where 𝛽𝜏 represents the vector of ‘returns’ to time-invariant individual attributes, z, and 휀𝑖(𝜏) 

denotes a ‘residual’ that stands for the effect of time-varying individual characteristics and 

other unobserved time-invariant attributes. Time-invariant attributes may include years of 

birth, regions of birth, education, and parent’s education. (We return to discuss these 

variables this in Section 3.2). For now, it is just enough to stress that it would not make sense 

to introduce time-varying characteristics in the income model (1). Some of them may be 

observed either in the initial or the terminal survey period, but their values for both periods 

are essentially unknown in the repeated cross sections.  

Let �̂�𝜏, 휀�̂�(𝜏)𝜏, and �̂�𝜏
2 respectively denote the vector of estimated returns, the corresponding 

residuals, and their variance as obtained from the following OLS regression:  

𝑦𝑖(𝜏)𝜏 = 𝓏𝑖(𝜏)�̂�𝜏 + 휀�̂�(𝜏)𝜏     𝜏 = 𝑡, 𝑡′        (2) 

Consider an individual 𝑖 observed in the first period 𝑡. Since the individual attributes 𝓏𝑖(𝜏) are 

time-invariant, we have 𝓏𝑖(𝑡) ≡ 𝓏𝑖(𝑡′) by definition and can replace 𝓏𝑖(𝜏) with either of these 

two terms. Part of the dynamics of her income between 𝑡 and 𝑡′ stems from the change in the 

returns of fixed attributes, or  𝑧𝑖(𝑡)(�̂�𝑡′ − �̂�𝑡) and can be inferred from the OLS estimates. 

The remaining is the change in the residual term: 휀�̂�(𝑡)𝑡′ − 휀�̂�(𝑡)𝑡. However, the first term in 

this difference is not observed. The challenge in constructing the synthetic panel is thus to 

find a plausible value for it. Let 휀�̃�(𝑡)𝑡′ be that 'virtual' residual. At this stage, the only 

information available is its distribution in the population.  

2.2 Previous approaches 

In their earlier attempt at constructing synthetic panels, Dang et al. (2014) assume the virtual 

residual at time t' and the initial residual at time t are jointly normally distributed with an 

arbitrary correlation coefficient 𝜌. The synthetic income mobility process can be described 

by the joint cdf:  

Pr(𝑦𝑖(𝑡)𝑡 ≤ 𝑌; 𝑦𝑖(𝑡)𝑡′ ≤ 𝑌′) = 𝑁 [
𝑌 − 𝓏𝑖(𝑡)�̂�𝑡

�̂�𝑡
,
𝑌′ − 𝓏𝑖(𝑡)�̂�𝑡′

�̂�𝑡′
;  𝜌] 
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where N(.) is the cumulative probability function of a bi-normal distribution with correlation 

coefficient 𝜌. 

Dang et al. (2014) consider the two extreme cases of 𝜌 = 0 and 𝜌 = 1, so as to obtain an 

upper and a lower limit on mobility. Applying this approach to the probability of moving in 

or out of poverty in Peru and in Chile, the corresponding ranges proved, not surprisingly, to 

be rather broad. In other words, the change (�̂�𝑡′ − �̂�𝑡) in the returns to the time-invariant 

attributes was playing a limited role in explaining income mobility. 

In a later, unpublished paper, Dang and Lanjouw (2013) generalize the preceding approach 

by considering a point estimate rather than a range for the correlation between the initial and 

terminal residuals. Their method consists of approximating the correlation between the (log) 

individual incomes in the two periods t and t', 𝜌𝑦, by the correlation between the mean 

incomes of cohorts in the two samples, 𝜌𝑦𝑐, as in previous pseudo-panel analysis. The 

covariance between (log) incomes is approximated by 𝑐𝑜𝑣𝑦 = 𝜌𝑦𝑐 . 𝜎𝑦𝑡
𝜎𝑦𝑡′

 where 𝜎𝑦𝜏
2  is the 

variance of (log) income at time 𝜏. Combining this result with the two equations in (2) gives  

𝑐𝑜𝑣𝑦 = 𝛽𝑡
′𝑉𝑎𝑟(𝑧)𝛽𝑡′ + 𝜌. 𝜎𝑦𝑡𝜎𝑦𝑡′      (3) 

where 𝑉𝑎𝑟(𝑧) is the variance-covariance matrix of the time-invariant characteristics, z, and 

𝑐𝑜𝑣𝜀 the covariance between the residual terms. With an approximation of 𝑐𝑜𝑣𝑦, and 

estimates of 𝛽𝑡 and 𝛽𝑡′, as well as of the variance of the residual terms, it is possible to obtain 

an approximation of the correlation coefficient between the residuals.  

This appears a handy way of getting an estimate of the correlation coefficients between initial 

and terminal cross-section (log) income residuals by relying on their pseudo-panel dimension 

and cross-sectional variance. Yet, it will be seen below that this method tends to overestimate 

the correlation coefficient.4  

2.3. Synthetic panels with AR(1) residuals 

                                                 
4 Dang and Lanjouw (2013) also propose another way to estimate the correlation coefficient between the 

residuals that avoid these issues.  
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The methodology proposed in this paper assumes explicitly that the residual in the income 

model (2) for a given individual 𝑖(𝑡) follows a first order auto-regressive process, AR(1), 

between the initial and the final period.  If the income of an individual were observed at the 

two time periods 𝑡 and 𝑡′, it would obey the following dynamics: 

𝑦𝑖(𝑡)𝑡′ = 𝓏𝑖(𝑡)𝛽𝑡′ + 휀𝑖(𝑡)𝑡′     𝑤𝑖𝑡ℎ    휀𝑖(𝑡)𝑡′ = 𝜌휀𝑖(𝑡)𝑡 + 𝑢𝑖(𝑡)𝑡′         (4) 

where the ‘innovation term’, 𝑢𝑖(𝑡)𝑡′, is assumed to be orthogonal to 휀𝑖(𝑡)𝑡 and i.i.d.  with zero 

mean and variance 𝜎𝑢
2.  

The autoregressive nature of the residual of the basic income model can be justified in 

different ways. The time-varying income determinants may be AR(1), the returns to the 

unobserved time invariant characteristics may themselves follow an autoregressive process 

of first order or, finally, stochastic income shocks may be characterized by this kind of linear 

decay. It is reasonably assumed that the auto-regressive coefficient, 𝜌, is positive.  

Consider now the construction of the synthetic panel when the parameters of the AR(1) 

model in equation (4) are all known. The issue of how to estimate these parameters will be 

tackled in the next section. As described in the previous section, we regress income on the 

time-invariant attributes in the two periods following equation (2). We can use Equation (4) 

to obtain estimates of the residual of the income model, 휀�̃�(𝑡)𝑡′, in time 𝑡′ for observation 𝑖(𝑡):   

휀�̃�(𝑡)𝑡′ = 𝜌휀�̂�(𝑡)𝑡 + �̃�𝑖(𝑡)𝑡′ 

In this equation, �̃�𝑖(𝑡)𝑡′ has to be drawn randomly within the distribution of the innovation 

term, the cdf of which will be denoted 𝐺𝑡′
𝑢. If estimates (or approximates) of  𝜌 and the 

distribution 𝐺𝑡′
𝑢 are available, the virtual income of individual i(t) in period 𝑡′ can be simulated 

as: 

�̃�𝑖(𝑡)𝑡′ = 𝓏𝑖(𝑡)�̂�𝑡′ + 𝜌휀�̂�(𝑡)𝑡 + 𝐺𝑡′
𝑢−1

(𝑝𝑖(𝑡))        (5) 

where 𝑝𝑖(𝑡) are independent draws within a (0,1) uniform distribution. After replacing 휀�̂�(𝑡)𝑡 

by its expression in (2), this is equivalent to: 
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�̃�𝑖(𝑡)𝑡′ = 𝜌𝑦𝑖(𝑡)𝑡 + 𝓏𝑖(𝑡)(�̂�𝑡′ − 𝜌�̂�𝑡) + 𝐺𝑡′
𝑢 −1

(𝑝𝑖(𝑡))      (6) 

Thus the virtual income in period t' of individual i(t) observed in period t depends on her 

observed income in period t, 𝑦𝑖(𝑡)𝑡, her observed time-invariant attributes, 𝓏𝑖(𝑡), and a random 

term drawn from the distribution 𝐺𝑡′
𝑢.  Because those virtual incomes are drawn randomly for 

each individual observed in period 𝑡, the income mobility measures derived from this 

exercise necessarily depends on the number of draws. That is, we will need to implement a 

large number of draws to accurately estimate the expected value of these measures and, most 

importantly, their distributions.     

The two unknowns, 𝜌 and 𝐺
𝑡′
𝑈(. ) must be approximated or 'calibrated' in such a way that the 

distribution of the virtual period 𝑡′ income, �̃�𝑖(𝑡)𝑡′, coincides with the distribution of 𝑦𝑖(𝑡′)𝑡′ 

observed in the period t' cross-section. We discuss next the estimation of the auto-regressive 

coefficient, 𝜌, through pseudo-panel techniques before discussing the calibration of 𝐺
𝑡′
𝑈(. ). 

2.3.1 Estimating the autocorrelation coefficients 

The estimation of pseudo-panel models using repeated cross-sections has been analysed in 

detail since the pioneering papers by Deaton (1985) and Browning et al. (1985), and in 

particular Moffit (1993), McKenzie (2004) and Verbeek (2007). We closely follow the 

methodology proposed by the latter studies when estimating dynamic linear models on 

repeated cross-sections. Note, however, that in comparison with this literature, a new feature 

of the present methodology (as also proposed in Dang et al. (2014) and Dang and Lanjouw 

(2013)) is to construct the synthetic panels on only two rounds, rather multiple rounds, of 

cross-sections.   

With repeated cross-sections, the estimation of an AR(1) process at the individual level can 

be done by aggregating  individual observations into groups defined by some common time 

invariant characteristic such as year of birth, region of birth, school achievement, and gender. 

In defining these groups, it is important that the AR(1) coefficient as well as the variance of 

the innovation term, 𝜎𝑢
2, should reasonably be assumed to be identical among them.  
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If 𝐺 groups 𝑔 have been defined overall, one could think of estimating the auto-regressive 

correlation coefficient 𝜌 by running OLS on the group means of residuals: 

휀̂�̅�𝑡′ = 𝜌휀̂�̅�𝑡 + 𝜂𝑔𝑡′            (7) 

where 휀̂�̅�𝜏  is the mean OLS residual of (log) income for individuals belonging to group 𝑔 at 

time 𝜏, and 𝜂𝑔𝑡′ is an error term orthogonal to 휀̂�̅�𝑡 with variance 𝜎𝑢
2/𝑛𝑔𝑡 where 𝑛𝑔𝑡 is the 

number of observations in group g. The estimating equation (7) raises a major difficulty since 

the group means of residuals of OLS regressions are asymptotically equal to zero at both 

dates 𝑡 and 𝑡′ so that equation (7) is essentially indeterminate.   

There are two solutions to this indeterminacy. The first one is to work with second rather 

than first moments. Taking variances on both sides of the AR(1) equation:     

휀𝑖(𝑡)𝑡′ = 𝜌휀𝑖(𝑡)𝑡 + 𝑢𝑖(𝑡)𝑡′ 

for each group 𝑔 leads to:  

𝜎𝜀𝑔𝑡′
2 = 𝜌2. 𝜎𝜀𝑔𝑡

2 + 𝜎𝑢𝑔𝑡′
2               

where 𝜎𝜀𝑔𝜏
2   is the variance of the OLS residuals within group g in the cross-section 𝜏 and 

𝜎𝑢𝑔𝑡′
2  is the unknown variance of the innovation term in group g. As discussed above, the 

expected value of that variance within group g is 𝜎𝑢
2/𝑛𝑔𝑡. 𝜌 can thus be estimated through 

non-linear GLS across groups 𝑔 according to:  

𝜎𝜀𝑔𝑡′
2 = 𝜌2. 𝜎𝜀𝑔𝑡

2 + 𝜎𝑢
2/𝑛𝑔𝑡 + 𝜔𝑢𝑡′          (8) 

where 𝜔𝑢𝑡′ stands for the deviation between the group variance of the innovation term and 

its expected value. Thus, it can be assumed to be zero mean, identically and independently 

distributed, and with a variance inversely proportional to 𝑛𝑔𝑡.  
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The second approach to the estimation of 𝜌 is to estimate the full dynamic equation in (log 

income) given by (3) across groups 𝑔. Using the same steps as those that led to (5), this 

equation can be written as:   

�̅�𝑔𝑡′ = 𝜌�̅�𝑔𝑡 + 𝑧�̅�𝑡𝛾 + �̅�𝑔𝑡′           (9) 

where it has been reasonably assumed that 𝑧�̅�𝑡 and 𝑧�̅�𝑡′ are identical, which is only 

asymptotically correct,5 so that the coefficient γ actually stands for 𝛽𝑡′ − 𝜌𝛽𝑡. In any case, 𝜌 

can be consistently estimated through GLS applied to (8), keeping in mind that the residual 

term �̅�𝑔𝑡′ is heteroskedastic with variance 𝜎𝑢
2/𝑛𝑔𝑡. 

Note that this approach departs from Dang and Lanjouw (2013)’s first method to approximate 

𝜌. As discussed above, they derive the covariance of residuals from the covariance of (log) 

incomes through (3). The latter is estimated through OLS applied to  

�̅�𝑔𝑡′ = 𝛿�̅�𝑔𝑡 + 𝜃𝑔𝑡′     (10) 

and 𝑐𝑜𝑣𝑦 =  𝛿𝜎𝑦𝑡𝜎𝑦𝑡′. As can be seen from (9), however, a term in 𝑧�̅�𝑡 is missing on the RHS 

of (10), which means that the residual term 𝜃𝑔𝑡′ is not independent of the regressor �̅�𝑔𝑡. If the 

missing variable is positively correlated with the regressor, it could be the case that 𝛿 is 

biased upward, the same being true of the covariance of (log) incomes (see Basu (2020) for 

other conditions). 

 The two approaches proposed above can be combined by estimating (8) and (9) 

simultaneously to get an unbiased estimate of the auto-regressive coefficient 𝜌.6  As this is 

essentially adding information, moving from G to 2G observations, this joint estimation 

should yield more robust estimators. 

Note finally, that it is possible to obtain additional degrees of freedom in the construction of 

the synthetic panel by assuming that the auto-regressive coefficient differs across several g-

                                                 
5 This requires the additional assumption of no difference in the sampling procedure between the (two) round 

of repeated cross-sections. 
6 A similar approach is followed by Kraay and van der Weide (2017).   
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groupings. For instance, there may be good reasons to expect that 𝜌 declines with age. But 

this would require that individuals are described by enough time-invariant attributes and that 

there are enough observations in the whole sample so that a large number of 'groups' with a 

minimum number of observations can be defined.7  

2.3.2. Calibrating the distribution of the innovation terms 

In theory, once an estimate of the autoregressive coefficient 𝜌 is available, the distribution 

𝐺
𝑡′
𝑈( ) of the innovation terms, 𝑢𝑖(𝑡)𝑡′,  can be recovered from the data.  

The AR(1) specification implies:  

휀�̃�(𝑡)𝑡′  = �̂�휀�̂�(𝑡)𝑡  +  �̃�𝑖(𝑡)𝑡    

where �̂� is the pseudo-panel correlation coefficient obtained from (8) and (9), 휀�̃�(𝑡)𝑡′ are the 

virtual residuals, and �̃�𝑖(𝑡)𝑡′ are the randomly generated innovation terms. The challenge is 

to find the distribution 𝐺
𝑡′
𝑈( ) of the innovation terms such that the distribution of the virtual 

residuals 휀�̃�(𝑡)𝑡′ be the same as the distribution of the observed OLS residuals 휀�̂�(𝑡′)𝑡′ obtained 

from the income regression (1). Assuming 𝐺
𝑡′
𝑈( ) is a continuous function, it must satisfy the 

following functional equation: 

𝐹𝑡′(𝑋) =  ∫ 𝐹𝑡[(𝑋 − 𝑢) �̂�⁄ ] ∙ 𝑔𝑡′
𝑢 (𝑢)𝑑𝑢

+∞

−∞
       (11) 

where 𝐹𝜏( ) is the cdf of the observed residuals 휀�̂�(𝜏)𝜏 and 𝑔𝑡′
𝑢  the density of the innovation 

term. Hence, knowing the distribution of the residuals in the two periods and the 

autocorrelation coefficient, it is theoretically possible to recover the distribution of the 

innovation terms that make the distribution of the synthetic panels identical to the observed 

distributions at the two points of time.  

The functional equation (11) is not simple. Known as the Fredholm equation, it can be solved 

through numerical algorithms, which are rather intricate. A simpler parametric method was 

                                                 
7 This would pose fewer concerns with cross-sectional survey data samples, which are typically much larger 

than the panel data sample that we use in this paper to test the synthetic panel construction procedure.    
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chosen instead, based on the approximation that the distribution 𝐺𝑡′
𝑢 is a mixture of two 

normal variables with parameters 𝜃 = {𝑝, 𝜇1, 𝜎1, 𝜇2, 𝜎2} - 𝑝 being the probability that the 

distribution is 𝑁(𝜇1, 𝜎1) and (1 − 𝑝) the distribution 𝑁(𝜇2, 𝜎2). These parameters may be 

calibrated by minimizing the square of the difference between the two sides of (11). Although 

it is only an approximation, this method turned out to give rather satisfactory results. In 

addition, it is also less restrictive than the normality assumption made in Dang et al. (2014).8 

The details of the calibration of the distribution 𝐺𝑡′
𝑢  with a mixture of two normal 

distributions are provided in Appendix 1.  

 

2.4 Practical summary 

Practically, the whole procedure leading to the construction of a synthetic income panel under 

the assumption that the income residuals follow an AR (1) process and with the constraint 

that the initial and terminal distribution of income match the corresponding cross-sections 

may be summarized as follows. 

1. Income model 

a. Define a set of time-invariant attributes, z, to be used in the (log) income 

model. 

b. For each period, run OLS on (log) income with z as regressors and store both 

vectors of residuals, 휀�̂�(𝑡)𝑡 and 휀�̂�(𝑡′)𝑡′, and the returns to time invariant 

attributes, �̂�𝑡 and �̂�𝑡′. 

2. Autoregressive parameter 

a. Define a number of groups 𝑔 based on time invariant attributes with enough 

observations for group means to be precise enough. 

b. Average the (log) income and the time invariant characteristics for each 

group and compute the variance of the OLS residuals of the models estimated 

in 1.a).  

                                                 
8 A mixture of normal variables is also used in the parametric representation of the dynamics of 

income proposed by Guvenen et al. (2015). 
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c.   Estimate the residual auto-correlation coefficient �̂� through the joint 

pseudo-panel equations (8) and (9) 

3. Distribution of the innovation terms. Calibrate the set of parameters, θ, of the 

distribution of the innovation term, which are assumed to be a mixture of two normal 

variables, as described in Appendix 1.  

4. Synthetic panel. For each observation in the initial cross-section, t, draw randomly a 

value in the preceding distribution and compute the virtual income in period t' using 

equation (6). Evaluate income mobility matrices and mobility measures based on 

that drawing. 

5. Simulation. Repeat 4 to obtain the expected value and distribution of the mobility 

matrices and measures.   

 

3. Construction and validation of the synthetic income panel  

The procedure detailed above is now applied to construct synthetic incomes in 2005 for 

households surveyed in 2002. We analyse two survey rounds from a panel survey 

implemented in Mexico pretending that these rounds are cross sections. The transition matrix 

between the initial and terminal years observed in the panel will be replaced by the procedure 

described in the preceding section. The genuine matrix in the original panel data will be used 

essentially for evaluating its precision. While our procedure can be conducted either at the 

household level or the individual level, we focus on households as observational units, since 

these tend to offer a wider perspective on wellbeing.  

3.1 Data and Income definition 

We use the Mexican Family Life Survey (hereafter referred to as MxFLS), which is 

representative at the national, regional, and urban-rural levels. This longitudinal survey 

gathers information on socioeconomic indicators, migration, demographics, and health 

indicators for the Mexican population. It is expected to track the Mexican population 

throughout a period of at least ten years. 
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The first and second waves, conducted in 2002 and 2005 respectively, rely on a baseline 

sample size of 8,400 households and collect data on the socio-demographic characteristics of 

each household member, individual occupation and earnings, household income and 

expenditures, and assets ownership. The sample in 2005 was expanded to compensate for 

attrition, which amounted to 10% of the original sample. We use the common sample 

between the two rounds that did not attrite, that is, the set of households observed both in 

2002 and 2005. Due to confidentiality, information on the sample design (sampling units) is 

not publicly available.9  

Household income data follow the official definition for computing income poverty in 

Mexico. They include both monetary and non-monetary resources. The former comprise 

receipts from employment, own businesses, rents from assets, and public and private 

transfers. Non-monetary income includes in-kind gifts received and the value of services 

provided within the household, such as the rental value of owner occupied dwelling or self-

consumption.10 Total income is divided by the household size in order to obtain per capita 

income and is deflated by the Consumer Price Index (anchored to the prices in August 2005) 

to make 2002 and 2005 data comparable. 

To ensure stable household formation, as with traditional pseudo-panel methods, we restrict 

the sample to households with heads age 25 to 62 years old in 2002, hence 28 to 65 years old 

in 2005, and with non-missing income in both years. In addition, to overcome biased 

estimates due to outlier observations, four percent of the observations were discarded (two 

percent each at the bottom and at the top of the income distribution).  

3.2 Time-invariant attributes and the income models 

Time-invariant attributes could be determined based on several different criteria. In 

particular, individual and deterministic attributes like the year of birth, sex, educational 

achievement, and ethnicity are the most natural candidates. Depending on the issue of 

interest, the time horizon and the specific country under study, other household 

                                                 
9 See Rubalcava and Teruel (2006). 
10 This definition changed to introduce a multidimensional poverty approach in 2008. 
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characteristics can be used such as household size (after taking into account the probability 

of a new-born during the considered time interval) or the area of residence (after considering 

migration). 11   

More time-invariant attributes can help improve the goodness-of-fit of the income model, 

which can result in better synthetic panel approximation. However, a longer time interval 

between the cross-sections could negatively affect time invariability due to changes with the 

sampled populations (e.g., the educational level can improve over a long period of time for 

the whole population). While variables that are not strictly time-invariant should be discarded 

(e.g., current employment status and occupation), they should be considered in the particular 

case of the country under analysis. Some other variables could be considered time-invariant 

under reasonable circumstances such as marital status.  

We use two model specifications, each with different degrees of time invariability, to assess 

the sensitivity of the selected variables. The first specification (Model 1) uses the household 

head’s characteristics such as gender, formal years of schooling, birth year, and the household 

composition by age groups. This includes a dummy variable to account for the presence of a 

less than 3-year old child in the terminal year to account for the probability of a new-born in 

this three-year period. It also includes other variables including the area of residence 

(urban/rural), marital status, and regions (northeast, west, centre, northwest, and south-

southeast). An alternative specification (Model 2) includes long-lasting productive assets 

such as real estate and farming assets (land for agricultural production and cattle), dwelling 

ownership, and the possession of other dwellings other than the one in use. Table A1 in 

Appendix 2 show the descriptive statistics and OLS estimates for the income model in 

equation (1).  

It is useful to briefly note some restrictions on the variables we select for the income model. 

The survey collect data on ethnicity, religious conviction, and household head literacy. It also 

contains data on retrospective data including the size of the birth city, the year of marriage, 

the education of household head’s parents, place of birth, and migration records. Those 

                                                 
11 A potential issue with using the residence area as a time-invariant variable is migration. But this should pose 

no concern during a short period. According to census data, the internal migration rate in Mexico was around 

2% in the period 2000-2005 (Chávez-Juárez and Wanner, 2012). 
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attributes are not included in these income model specifications due to high prevalence of 

missing data or extremely low sampled observations. We do not observe statistical 

differences on most of the variables across these two years for the selected variables, except 

for the dummy variables indicating the presence of children below three years old and long-

lasting assets (farming assets and dwellings property). Consequently, Model 1 is our 

preferred model specification. 

Although the proposed method does not assume normality for the residuals, neither for the 

initial nor for the final year, we tested this assumption in our income models. For illustrative 

purposes, Graph 1 shows the kernel distribution of (log) income residuals in both years, and 

compares it with the normal distribution. These graphs and the Skewness and Kurtosis tests, 

along with the Shapiro-Wilk normality test, confirm that the normality assumption with the 

distribution of residuals is strongly rejected. 12 

[Graph 1. Income models' residuals: kernel density by year and model] 

3.3 The autocorrelation coefficient and calibration parameters 

Estimating the autocorrelation coefficient is a central step in the construction of synthetic 

panels. Firstly, household observations were grouped by some common characteristics to 

create a pseudo panel. In our case, thirty-two clusters were obtained by the interaction of 

eight birth-year cohorts, of 5 years interval each, and four groups of education: incomplete 

primary education, complete primary but incomplete secondary education, complete 

secondary education but incomplete high school, and complete high school or more.13 For 

instance, one such group comprise households whose heads were born between 1974 and 

1978 with incomplete primary education. 

                                                 
12 The Skewness and Kurtosis tests rejects the null hypothesis of normality in 2005 and 2002 respectively. The 

Shapiro-Wilk W test also rejects the hypothesis that both residuals are normally distributed. 
13 Other studies working with pseudo panel methods use age interactions with other characteristics like manual 

or non-manual occupations as in Browning et al. (1985), regions as in Propper et al. (2001), sex (see Cuesta et 

al. (2007)), or education levels as in Blundell et al. (1998). Proper, Rees, and Green (2001) use cells of around 

80 observations whereas Alessie, Devereux, and Weber (1997) use cells of more than 1,000 observations. 

Antman and Mackenzie (2007b) and Antman and Mackenzie (2007) used 100 observations as a reference. In 

our case the vast majority of the groups possess no less than one hundred observations.  
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We subsequently estimate equations (8) and (9) with the resulting pseudo panel. The AR (1) 

coefficient 𝜌 is estimated at 0.26 using the actual panel data (Model 1), which serves as the 

benchmark. Regardless of the equation being used, the estimates in Table 1 have the 

expected signs and do not significantly deviate from this value. However, the combined use 

of these two approaches, through a non-linear equation system, delivers a more accurate point 

estimate of 0.25. Unsurprisingly, its confidence interval is substantially broader than, but also 

fully consistent with, that of the estimate based on the actual panel. It will be seen later how 

this lack of precision of the estimated auto-regressive coefficient, 𝜌, leads to a lack of 

precision of synthetic income mobility estimates.14 

[Table 1. Pseudo panel AR(1) estimates by method, 2002-2005 

The estimate of 𝜌 and its corresponding 95% confidence intervals now enables us to calibrate 

the parameters that characterize the distribution of innovation terms. This is implemented 

using two different regimes. Regime 1 uses the point estimate of �̂�, in Table 1, to obtain a 

unique set of parameters  𝜃(�̂�) = {𝑝, 𝜇1, 𝜎1, 𝜇2, 𝜎2} of the distribution of the innovation term 

𝐺𝑡′
𝑢 (. ), employing the procedure described in Appendix 1. The calibration parameters for 

model 1 are 𝜃(�̂� = 0.25) = {𝑝 = 0.33, 𝜇1 = 0.007, 𝜎1 = 1.5, 𝜇2 = −0.003, 𝜎2 =  0.94}.15 A 

value of this innovation term is then drawn from that distribution for every observation in the 

initial year to obtain a synthetic panel. However, because the random drawing introduces 

noise, the procedure is repeated 500 times. We report the mean values of each mobility 

measures with their 95% confidence intervals.   

In regime 2, the imprecision of the estimate of �̂� is fully accounted for by repeating the 

preceding exercise over a sample of 𝜌 values spanning its most likely range of variation. 

First, we randomly draw 100 correlation coefficients from a normal distribution within its 

95% confidence interval. These intervals are obtained from the estimates using the system of 

equations (8, 9) in Table 1. We then use these coefficients as in regime 1, except that we 

                                                 
14 If the estimation of the correlation coefficient through pseudo-panel techniques is not very accurate, it must 

be kept in mind that the coefficient estimated on the genuine panel data is certainly not as precise as it appears 

in table 1. In fact, measurement errors are known to result in biased estimates based on actual panel data. 

Measurement errors are less of a problem in the pseudo-panel approach since they are averaged out when 

considering groups of households. The price to pay with the pseudo-panel approach, however, is less precision. 
15 Note that 𝑝𝜇1 + (1 − 𝑝) 𝜇2 is practically zero, as could be expected since the mean residual is zero.   
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repeat the procedure 50 times for each one of the correlation coefficients (rather than the 500 

repetitions using a single 𝜌 value). The mean value of mobility measures with regime 2 are 

therefore obtained from 5,000 repetitions (50 times100), although with different values of 𝜌. 

Graph 2 shows a graphic description of the resulting parameters for each model.  

 [Graph 2. Distribution of the calibration parameters conditional on rho] 

The mean of mobility indicators is not expected to be very different between these regimes 

but we do expect some difference in their precision, particularly in regime 2 that reflects the 

imprecision in the estimates of 𝜌. This is to be observed in the 5%-95% confidence intervals 

reported in the tables below. Note that the estimates of mobility indicators derived from the 

actual panel are themselves subject to sampling errors, which we address by bootstrapping 

when computing their confidence intervals. 

4. Synthetic panel results  

We now examine income mobility based on the synthetic panel and compare it to the genuine 

panel. Note that the Mexican economy witnessed some growth between 2002 and 2005, 

which could affect some of the mobility measures that we analyse.16 We first compare the 

shape of the (log) synthetic distribution, for each model and regime, with the genuine (log) 

income distribution in 2005. Graph 3 shows the kernel densities of both the genuine and 

virtual income distributions. The synthetic income distribution is derived from averaging all 

the repetitions implemented in the calibration procedure. The graph provides a first visual 

assessment of the fit of the synthetic estimates and shows that all the model specifications 

reasonably reproduce the shape of the actual income distribution, except for a small 

discrepancy in the bottom of the distribution. The mixture of normal variables used to 

approximate this distribution necessarily has smooth tails and cannot account for such 

irregularity in the actual distribution.   

[Graph 3. Genuine and synthetic income density by regime and model, 2005] 

                                                 
16 The real GDP per capita grew by 0.21%, 2.60%, and 0.92% in 2003, 2004 and 2005 with respect to the 

previous year according to the World Bank’s World Development Indicators. 
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We then examine the transition matrix associated with the synthetic panel using model 1 with 

both regimes. To increase the sensibility of income changes over the terminal income 

distribution, the transition matrix is defined in absolute terms using real-income thresholds. 

These thresholds are defined using the income quintile limits observed in the baseline (2002) 

and remain fixed in the terminal year (2005). The marginal distribution in the baseline shows 

20% of the population in each income bracket by construction. 

We plot three transition matrixes in a single table to facilitate the comparison of both regimes 

with the actual panel. The upper and lower parts of Table 2 correspond to regime 1 and 2 

respectively while the middle part shows the genuine matrix with bootstrapped confidence 

intervals (see Table A3 in Appendix 2 for model 2). The synthetic transition probabilities for 

regime 1 appear close to the genuine ones in the sense that their confidence intervals most 

often contain the observed probabilities, 15 cases out of 25 indicated with an asterisk, and do 

substantially overlap - 24 cases out of 25. As expected, working with a wider set of rho values 

from regime 2 tend to deliver slightly larger, although not always, confidence intervals. Note 

that both the synthetic and the actual panel reflect the same pattern of pro-poor growth (i.e. 

a smaller share of population in the bottom bracket of 2005 as compared with that of 2002).   

 [Table 2. Transition matrix by 2002 income quintiles with authentic and synthetic 

panel, MXFLS 2002-2005] 

We also use the Mann-Whitney test to evaluate the goodness of fit between the synthetic and 

the genuine 2005 income distributions conditional on the ventiles of the 2002 income 

distribution. In fact, this test is equivalent to comparing the confidence intervals in the 

synthetic and genuine transition matrix in Table 2 for each cell but using ventiles, rather than 

quintiles, for the 2002 income to increase the sensitivity of this test.17  

Graph 4 summarizes these results for model 1 and regime 1. The graph displays the share of 

the 500 draws that pass the test for 𝜌 = 0.25 and shows how satisfactorily the synthetic panel 

reproduces the dynamics in the genuine panel. It can be seen that the fit is satisfactory in 

                                                 
17 This test utilizes information regarding the rank order and constitutes an alternative for the two-sample t-test 

of independent samples. 



 20 

practically all the ventiles of the baseline income distribution, except for the poorest and the 

richest ventiles. On average, more than 90% of the samples passed this test on the rest of the 

baseline distribution. This comparison is extended for the two theoretical upper and lower 

bound values for 𝜌, 0 and 1 (as in Dang et al. (2014)). The results are much poorer with these 

extreme values. Note that assuming a perfect correlation of residuals in both the initial and 

terminal years delivers the poorest performance in this setting.  

[Graph 4. Mann-Whitney test. Shares of samples that pass the test] 

These results highlight the importance of identifying the appropriate estimates of 𝜌 in the 

construction of synthetic estimates. This is not surprising. At the same time, however, it is 

worth mentioning that the difference of fit using the end values of the confidence interval in 

the pseudo-panel estimate (i.e.  𝜌 = 0.15 and 𝜌 = 0.45, see Table A4 in Appendix 2) is not 

large, except for the extreme deciles of the initial distribution.   

Since poverty dynamics has been the main focus for empirical applications of synthetic 

panels, we compute two sets of poverty transitions, based on the upper limits of the first two 

income quintiles in direct reference to the ‘shared prosperity’ goal adopted by the World 

Bank. As discussed above, we employ alternative values of 𝜌, using model 1 with both 

regimes. Table 3 shows that the estimated persistent poverty rate (i.e. being poor in both 

periods), using the first poverty line, is 6.7% and 6.8% respectively for regime 1 and regime 

2 with the central value of 𝜌. Both these figures are very close to the persistent poverty rate 

of 6.3% based on the actual panel and fall inside the 95% confidence intervals (indicated by 

an asterisk). A similar result holds for the estimates using the second poverty line. Larger 

differences are found for downward mobility (i.e., from non-poor to poor) with the first 

poverty line only. On the other hand, the table shows that poverty mobility estimates based 

on synthetic panels are sandwiched between the two extreme theoretical values of 𝜌 (i.e., 0 

and 1). Note that the discrepancy between the synthetic and genuine estimates with these 

values increase with more distant values of 𝜌 . This finding further illustrates the sensitivity 

of poverty mobility estimates based on synthetic panels. 
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[Table 3. Poverty dynamics, 2002-2005] 

We show next a simple measure of absolute income mobility -the fractions of households 

with higher and lower income in the terminal year as an additional validation check. Graph 

5 shows the shares of households with positive and negative income growth for model 1 with 

regime 1, which add up to 100%.  Both the actual and synthetic panels show a clear pattern 

of progressive growth incidence where the poorest groups display the largest growth gains 

while the richest groups assembled the largest losses. The differences in these absolute 

mobility measures are essentially not significant (i.e., the 95% confidence intervals for the 

synthetic and actual panels overlap substantially). For instance, both the synthetic and the 

genuine figures show that around 90% of households in the poorest quintile experience a 

positive growth rate, while the remaining 10% experience a negative income growth.  

 [Graph 5. Absolute Mobility] 

We supplement these results with Non-Anonymous Growth Incidence Curves (NAGIC). 

These curves plot individual income growth rates over the rank of the initial distribution.18 

Graph 6 employs deciles of the genuine and synthetic income with their corresponding 95% 

confidence intervals using model 1 and regime 1. These downward sloping NAGIC charts 

are remarkably similar in terms of their level and shape, confirming a pattern of progressive 

growth. Again, the differences with these estimates are not statistically significant given that 

in most cases the genuine estimates fall within the synthetic 95% confidence intervals. There 

is also an ample overlap between the confidence intervals along the whole income 

distributions (produced by bootstrapping for the genuine estimates).  

[Graph 6. Non-Anonymous Growth Incidence Curves] 

 

                                                 
18 Alternatively, the Anonymous Growth Incidence Curve (AGIC) shows the change in average income per 

current decile, rather than per decile of initial income. The difference between AGIC and NAGIC is precisely 

that the latter account for mobility – see Bourguignon (2011), and Bergman and Bourguignon (2019). The 

AGIC are not shown here because by construction of the synthetic panels cross-sectional distributions are 

identical for both the initial and the final period- up to the approximation to meet that constraint. 
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5. Concluding remarks 

This paper proposed methodological improvements in the construction of synthetic income 

panels based on repeated cross-sections. These innovations include explicitly assuming that 

the unobserved or time variant determinants of (log) income follows an auto-regressive 

process of first order. The proposed approach then relies on pseudo-panel procedures to 

estimate the corresponding auto-regressive coefficient. Furthermore, the use of calibration 

techniques allows abstracting from oft-used (log) normality assumptions, generating a close 

to perfect match to the terminal year income distribution. These improvements allow 

considering the whole income mobility matrix rather than mobility in and out of poverty 

which has been the main focus for empirical applications of synthetic panels. 

We perform an empirical validation by using two consecutive cross-sections of income based 

on a genuine panel survey in Mexico. Income mobility indicators are reasonably similar for 

the synthetic and genuine panels and are most often not statistically different. Yet, the 

validation also showed the sensitivity of particular indicators to the value of the auto-

regressive coefficient used in modelling the effects of the unobserved determinants of (log) 

income. This exercise points to the important role that the value of the auto-regressive 

coefficient plays in the accuracy of synthetic panels and calls for caution in analysing income 

mobility with synthetic panels. 

An original pseudo-panel method developed in this paper yield an estimate of that coefficient 

which is theoretically unbiased but comes out with a rather broad interval of confidence. A 

Monte-Carlo approach where a large number of synthetic panels are generated, each one 

based on a value of the auto-regressive coefficient drawn from the distribution of its pseudo-

panel estimators, seems the proper way of dealing with that estimation imprecision. The 

resulting confidence intervals of income mobility measures prove sizable, even though they 

very much overlap with those found for the genuine panel.   

This conclusion is important for a possibly systematic use of synthetic panels. If successive 

synthetic panels were to be used to examine how income mobility, for instance mobility in 

and out of poverty changes over time or differs across countries, then the synthetic panel 

approach could only reveal sizable changes or differences. Yet, it bears to say that more 
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experience than with a single country and a single period is needed to get a better knowledge 

of the degree of precision that it is possible to reach with this synthetic approach to income 

mobility.     
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Graph 1. Income models' residuals: kernel density by year and model 
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Graph 2. Distribution of the calibration parameters conditional on rho 
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Graph 3. Genuine and mean synthetic income, 2005  
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Graph 4. Mann-Whitney test. Shares of samples (random drawings) that pass the 

test of identity of the synthetic and genuine panel final income distributions 

conditional on initial income ventile (Model 1, regime 1)  
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Graph 5. Absolute Mobility (Model 1, Regime 1)   
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Graph 6. Non-Anonymous Growth Incidence Curve (Model 1, Regime 1) 
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Table 1. Rho estimates by model and method  

 Pseudo panel Genuine panel 

Models 

Equation 8  Equation 9 Eq. system (8, 9) With microdata 

(residuals) Non linear Linear Non linear   

(1) (2) (3) (4) 

Model 1 0.292* 0.132 0.254** 0.257*** 

 (-0.05-0.64) (-0.14-0.40) (0.04-0.47) (0.235 - 0.280) 

Model 2 0.176 0.158 0.299*** 0.226*** 

 (-0.82-1.17) (-0.1-0.42) (0.15-0.45) (0.203 - 0.249) 

Notes: *** p<0.01, ** p<0.05, * p<0.1. 95%. 95% Conf. Interval in parentheses. 

GLS estimates controlling for time invariant variables. Each estimate represents 

the coefficient from a different regression. 
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Table 2. Transition matrix (Model 1), 2002-2005 

 

 Income 

Bracket 
1 2 3 4 5 Total 

Synthetic 

regime 1  

 

2002 

Quintiles 

(Origin) 

1 6.7 6.4 3.7 2.4 0.8 20 

 (6.2-7.3)* (5.7-6.9)* (3.2-4.3)* (1.9-2.9) (0.5-1.1)  

2 3.3 6.0 4.9 4.1 1.7 20 

 (2.9-3.8)* (5.3-6.6)* (4.4-5.6)* (3.5-4.7)* (1.4-2.1)*  

3 1.7 4.7 5.0 5.4 3.1 20 

 (1.3-2.2) (4-5.3)* (4.4-5.7)* (4.8-6.2)* (2.6-3.7)  

4 0.9 3.3 4.6 6.2 5.0 20 

 (0.6-1.2) (2.9-3.8) (4.1-5.2) (5.5-6.8) (4.4-5.5)*  

5 0.3 1.6 3.1 5.9 9.0 20 

 (0.1-0.5)* (1.3-2.1)* (2.6-3.7)* (5.1-6.6) (8.2-9.8)  

Marginal 

Dist.  
13.0 22.0 21.4 24.1 19.5 100 

    (11.9-14.1) (20.5-23.5) (19.8-23.1)* (22.3-25.8)* (18.1-20.9)*   

Genuine  

 

2002 

Quintiles 

(Origin) 

1 6.3 6.0 3.4 3.2 1.1 20 

 (5.5-7.1) (5.2-6.8) (2.7-4.2) (2.5-3.8) (0.8-1.4)  

2 3.8 5.6 5.0 4.1 1.5 20 

 (3.1-4.5) (4.8-6.5) (4.3-5.8) (3.2-4.9) (1.1-1.9)  

3 2.6 4.1 5.6 5.7 2.0 20 

 (1.9-3.3) (3.4-4.8) (4.6-6.6) (4.8-6.5) (1.5-2.5)  

4 1.6 2.7 3.6 7.3 4.8 20 

 (1.1-2.1) (2.1-3.3) (3-4.2) (6.2-8.4) (4-5.7)  

5 0.5 1.9 2.6 4.8 10.0 20 

 (0.3-0.7) (1.2-2.7) (2-3.2) (3.9-5.8) (8.6-11.4)  

Marginal 

Dist.  
14.8 20.4 20.3 25.0 19.5 100 

    (13.6-16) (18.9-21.8) (18.7-21.9) (23.2-26.8) (17.9-21.1)   

Synthetic 

regime 2  

 

2002 

Quintiles 

(Origin) 

1 6.8 5.8 3.9 2.6 0.9 20 

 (5.7-7.8)* (5.3-6.5)* (3.6-4.1) (1.7-3.5)* (0.4-1.4)*  

2 3.7 6.4 4.4 3.8 1.7 20 

 (3.5-3.9)* (5.9-6.9) (3.9-4.9) (3.4-4.3)* (1.4-2)*  

3 1.6 5.0 5.0 5.2 3.3 20 

 (1.2-2) (4.6-5.3) (4.7-5.6)* (4.8-5.4) (2.8-3.7)  

4 1.0 3.4 4.0 5.9 5.7 20 

 (0.7-1.3) (2.9-3.8) (3.7-4.2) (5.7-6.4) (5.6-6)  

5 0.3 1.8 3.1 5.6 9.0 20 

 (0.1-0.7)* (1.3-2.6)* (2.4-3.8)* (5.2-6) (7.8-10.2)*  
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Marginal 

Dist.  
13.5 22.3 20.4 23.1 20.7 100 

    (13.2-13.8) (21.9-22.8) (19.9-20.9)* (22.5-23.8) (20.4-21)   

Notes: Percentages of population (weighted sample). * Indicates that the genuine estimate is in the 95% Conf. 

Interval (in parentheses). Groups in 2005 obtained from real income quintile limits observed in 2002. Each 

group contains 20% of the households in the baseline. The confidence intervals for the synthetic estimates refer 

to the 5%-95% quantiles among the distribution of 500 drawings for regime 1, and 5,000 drawings for regime 

2. 
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Table 3. Poverty dynamics (2002-2005) with alternative rho specifications 

(Model 1, regimes 1 & 2 with ρ=0.25) 

 

 Genuine =0 Regime 1 Regime 2 =1 

A. Using income limits from quintile 1 as poverty line 

Poor 02, Poor 05 6.3 4.7 6.7 6.8 14.5 

 (5.5-7.1)* (4.1-5.4) (6.1-7.4)* (5.4-8.2)* (13.4-15.7) 

Poor 02, Non poor 05 13.7 15.3 13.3 13.2 5.5 

 (12.4-15)* (14.6-15.9) (12.6-13.9)* (11.8-14.6)* (4.8-6.1) 

Non poor 02, Poor 05 8.5 9.5 6.2 6.6 0.0 

 (7.5-9.6)* (8.5-10.5)* (5.4-7.1) (5.1-8.1) (0-0) 

Non poor 02, Non poor 05 71.5 70.5 73.7 73.4 80.0 

 (69.7-73.3)* (69.5-71.5)* (72.9-74.6) (71.9-74.9) (78.8-81.3) 

Total 100.0 100.0 100.0 100.0 100.0 

B. Using income limits from quintile 2 as poverty line 

Poor 02, Poor 05 21.7 18.2 22.4 22.7 33.5 

 (20.2-23.3)* (17.1-19.3) (21.3-23.5)* (20.2-25.2)* (31.6-34.8) 

Poor 02, Non poor 05 18.3 21.9 17.7 17.3 6.6 

 (16.9-19.8)* (20.8-22.9) (16.6-18.7)* (14.8-19.9)* (5.9-7.4) 

Non poor 02, Poor 05 13.5 15.7 12.6 13.1 0.1 

 (12.3-14.7)* (14.4-16.9) (11.4-13.7)* (10.7-15.4)* (0-0.2) 

Non poor 02, Non poor 05 46.5 44.3 47.4 46.9 59.9 

 (44.5-48.4)* (43-45.5) (46.2-48.5)* (44.5-49.2)* (58.4-61.4) 

Total 100.0 100.0 100.0 100.0 100.0 

Notes: Percentages of households (weighted sample).  Conf. Interval in parentheses. * Indicates that 

the genuine estimate is in the 95% Conf. Interval. Using upper income quintile limits, as observed in 

2002, as poverty lines in both periods. The confidence intervals for the synthetic estimates refer to 

the 5%-95% quantiles among the distribution of 500 drawings for regime 1, and 5,000 drawings for 

regime 2. 
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Appendix 1. Algorithm to calibrate the distribution of the innovation terms 

Let 휀�̂�(𝑡)𝑡 be the residuals of the income equation in period t and 휀�̂�(𝑡′)𝑡′ be the same for the 

observations in period t'. We first obtain a continuous Gaussian Kernel approximation of the 

corresponding cumulative distribution functions 𝐹𝑡 and 𝐹𝑡′ as follows: 

𝐹𝜏(𝑥) =
1

𝑁𝜏ℎ
∑ 𝑒𝑥𝑝 [−

(𝑥−�̂�𝑖(𝜏)𝜏)
2

ℎ2 ]
𝑁𝜏
𝑖=1        (A1) 

where 𝑁𝜏 is the number of observations in the cross-section 𝜏 and ℎ is the bandwidth of the 

kernel approximation. Then define the following approximation of the integral term in (11) 

in the main text: 

𝐻𝑡′(𝑥) = ∑ 𝐹𝑡 [
𝑥−𝑢𝑚

�̂�
] ⋅ 𝑔𝑡′

𝑢 (�̅�𝑚, 𝜃)𝑀
𝑚=1           (A2) 

Where: 

�̅�𝑚 = (𝑈𝑚 + 𝑈𝑚−1) 2⁄   and 𝑔𝑡′
𝑢(�̅�𝑚, 𝜃) = [

𝐺𝑡′
𝑢(𝑈𝑚;𝜃)−𝐺𝑡′

𝑢(𝑈𝑚−1;𝜃)

𝑈𝑚−𝑈𝑚−1
]  (A3) 

 The 𝑈𝑚 are M arbitrary real numbers spanning the range of variation of the innovation term 

and 𝐺𝑡′
𝑢(𝑈; 𝜃) stands for the cdf of the innovation term. The calibration of the synthetic panel 

is based on the assumption that 𝐺𝑡′
𝑢(𝑈; 𝜃) is the cdf of a mixture of two normal variables. It 

is formally given by:  

𝐺𝑡′
𝑢(𝑈|𝜃) = 𝑝 ∙ 𝑁 (

𝑈−µ1

𝜎1
) +  (1 − 𝑝) ∙ 𝑁 (

𝑈−µ2

𝜎2
)          (A4) 

where N(.) is the cumulative of a Gaussian. The set of parameters that characterize this 

mixture of normal variables is thus: (𝜃|𝜌) = {𝑝, 𝜇1, 𝜎1, 𝜇2, 𝜎2}. These parameters must satisfy 

the zero mean constraint on the innovation term:  

𝑝𝜇1 + (1 − 𝑝)𝜇2 = 0 

Finally, (A3) shows how the density is approximated in intervals generated by the grid of 

real numbers 𝑈𝑚 .  
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The set of parameters 𝜃 defining the distribution of the innovation term is obtained by 

minimizing the following distance between the actual distribution of the residual term in the 

cross-section t' and the theoretical distribution generated by the AR(1) defined on the 

residuals of the cross-section t and the distribution of the innovation term: 

𝑀𝑖𝑛𝜃 = ∑ [𝐹𝑡′(𝑥𝑘) − 𝐻𝑡′(𝑥𝑘)]2𝐾
𝑘=1            (A5) 

Where the  𝑥𝑘′𝑠 are a set of arbitrary values spanning the range of variation of   휀�̂�(𝑡′)𝑡′. 
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Appendix 2. Additional Tables 

Table A1. Descriptive statistics, 2002-2005 

Variables 2002 2005 

  Mean Std. Dev. Min Max Mean Std. Dev. Min Max 

Ln real income * 6.87 1.32 0.20 11.91 7.04 1.17 1.81 11.38 

HH sex (female) 0.18 0.38 0.00 1.00 0.17 0.38 0.00 1.00 

HH birth year 1960 9.98 1940 1977 1959 9.83 1940 1977 

HH schooling (years) 7.15 4.52 0.00 18.00 7.17 4.55 0.00 18.00 

HM aged<3 (dummy)* 0.21 0.41 0.00 1.00 0.14 0.34 0.00 1.00 

HM aged 3-24 (2002) 2.34 1.69 0.00 11.00 2.36 1.73 0.00 12.00 

HM aged>65 (2002) 0.05 0.23 0.00 2.00 0.05 0.23 0.00 2.00 

Urban area 0.76 0.43 0.00 1.00 0.78 0.42 0.00 1.00 

Region 1.40 1.03 0.00 3.00 1.41 1.03 0.00 3.00 

HH married 0.71 0.45 0.00 1.00 0.72 0.45 0.00 1.00 

Real estate & Fin assets 0.04 0.20 0.00 1.00 0.04 0.19 0.00 1.00 

Farming assets* 0.09 0.29 0.00 1.00 0.08 0.27 0.00 1.00 

Dwellings property* 0.24 0.43 0.00 1.00 0.19 0.39 0.00 1.00 

Notes: HH_ household head, HM_ Household members. Using sample weights. * Indicates a 

statistical difference across the survey rounds. 
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Table A2. Estimated coefficients of income model, 2002 & 2005 

 2002 2005 

Time invariant 

variables lnincome lnincome lnincome lnincome 

  (1) (2) (1) (2) 

HH Sex (female) -0.213*** -0.202*** -0.128*** -0.115*** 

 (0.0492) (0.0488) (0.0435) (0.0432) 

HH birthyear -0.0172*** -0.0156*** -0.0177*** -0.0174*** 

 (0.00189) (0.00189) (0.00166) (0.00166) 

HH Schooling 

(years) 0.0744*** 0.0731*** 0.0755*** 0.0759*** 

 (0.00425) (0.00423) (0.00372) (0.00373) 

HM aged<3 

(dummy) -0.285*** -0.293*** -0.354*** -0.353*** 

 (0.0443) (0.0438) (0.0451) (0.0447) 

HM aged 3-24 in 

2002 -0.136*** -0.136*** -0.127*** -0.126*** 

 (0.00987) (0.00977) (0.00847) (0.00840) 

HM aged>65 in 

2002 -0.164** -0.194*** -0.198*** -0.220*** 

 (0.0703) (0.0692) (0.0625) (0.0626) 

Urban 0.607*** 0.665*** 0.504*** 0.541*** 

 (0.0352) (0.0357) (0.0313) (0.0317) 

Regions 0.118*** 0.132*** 0.0588*** 0.0721*** 

 (0.0149) (0.0149) (0.0130) (0.0131) 

HH Married -0.0110 -0.0317 0.0617* 0.0559 

 (0.0411) (0.0407) (0.0364) (0.0362) 

Real Sate & Fin 

assets   0.383***   0.403*** 

   (0.0804)   (0.0799) 

Farming assets   0.197***   0.139*** 

   (0.0568)   (0.0538) 

Dwellings property   0.143***   0.0778** 

   (0.0399)   (0.0385) 

Constant 39.92*** 36.55*** 41.11*** 40.39*** 

 (3.694) (3.693) (3.251) (3.245) 

Observations 4,926 4,838 4,748 4,671 

Adjusted R-squared 0.246 0.268 0.265 0.283 

Note: *p>0.1, **p>0.05, ***p>0.01. Standard errors in parentheses. Sample 

restricted to heads aged 25-62 as observed in the baseline. HH_ household 

head, HM_ household member. 
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Table A3. Transition matrix  (Model 2), 2002-2005 

  

Income 

Bracket 1 2 3 4 5 Total 

Synthetic 

regime 1 

 

2002 

Quintiles 

(Origin) 

1 7.4 6.3 3.6 2.1 0.6 20 

 (6.8-8) (5.7-6.9)* (3-4.1)* (1.7-2.6) (0.4-0.9)  

2 3.4 6.0 5.0 4.0 1.6 20 

 (3-3.9) (5.3-6.6)* (4.4-5.6)* (3.5-4.6)* (1.2-2)*  

3 1.7 4.6 5.1 5.5 3.1 20 

 (1.3-2.1) (4-5.2)* (4.5-5.8)* (4.8-6.2)* (2.6-3.7)  

4 0.8 3.1 4.6 6.4 5.2 20 

 (0.6-1) (2.6-3.5) (4-5.2) (5.7-7) (4.6-5.9)*  

5 0.2 1.3 2.8 5.7 9.9 20 

 (0.1-0.4) (1-1.8) (2.2-3.3)* (5-6.4) (9.1-10.6)*  

Marginal 

Dist.  
13.5 21.2 21.1 23.7 20.4 100 

    (12.4-14.6) (19.7-22.7)* (19.4-22.8)* (22-25.4)* (18.9-22)*   

Genuine 

 

2002  

Quintiles 

(Origin) 

1 6.6 6.0 3.5 2.9 1.1 20 

 (5.7-7.4) (5.2-6.7) (2.8-4.2) (2.2-3.7) (0.7-1.5)  

2 3.9 5.7 5.0 4.0 1.4 20 

 (3.2-4.6) (4.8-6.6) (4.3-5.8) (3.1-4.8) (1-1.8)  

3 2.7 4.0 5.8 5.5 2.0 20 

 (1.9-3.5) (3.3-4.7) (4.9-6.7) (4.7-6.4) (1.5-2.6)  

4 1.8 2.5 3.5 7.4 4.8 20 

 (1.2-2.3) (1.9-3.1) (2.8-4.3) (6.4-8.4) (4.1-5.5)  

5 0.6 2.0 2.5 4.7 10.1 20 

 (0.3-0.9) (1.3-2.7) (1.9-3.2) (3.8-5.6) (8.8-11.4)  

Marginal 

Dist.  
15.5 20.2 20.4 24.5 19.4 100 

    (14.2-16.8) (18.8-21.5) (18.8-22) (22.7-26.4) (17.8-21.1)   

Synthetic 

regime 2 

 

2002  

Quintiles 

(Origin) 

1 7.8 6.0 3.5 2.4 0.4 20 

 (6.6-8.8) (5.8-6.2)* (3.3-3.7)* (1.6-2.8) (0.2-0.7)  

2 3.4 5.8 5.1 3.9 1.8 20 

 (3.3-3.5) (5.6-6.2)* (4.8-5.5)* (3.8-4.1)* (1.4-2.1)  

3 1.7 5.2 5.2 4.8 3.0 20 

 (1.2-2) (5-5.5) (4.8-5.7) (4.6-5.1) (2.8-3.2)  

4 0.9 3.1 5.0 6.0 5.0 20 

 (0.6-1.2) (2.9-3.4) (4.7-5.3) (5.2-6.7) (4.9-5.2)  

5 0.1 1.4 3.2 5.7 9.5 20 

 (0.1-0.2) (0.8-1.8) (2.5-3.6)* (5.5-6.1) (8.5-10.3)*  
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Marginal 

Dist.  
13.9 21.5 22.0 22.9 19.8 100 

    (13.5-14.3) (21-22) (21.4-22.5) (22.4-23.3) (19.5-20)   

Notes: Percentages of population (weighted sample). * Indicates that the genuine estimate is in the 95% Conf. Interval 

(in parentheses). Groups in 2005 obtained from real income quintile limits in 2002 -when each group contains 20% of 

the households. Genuine estimates differ between model 1 and 2 due to missing values. The confidence intervals for 

the synthetic estimates refer to the 5%-95% quantiles among the distribution of 500 drawings for regime 1, and 5,000 

drawings for regime 2. 
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Table A4. 2005 rank test: Synthetic Vs. Genuine conditional on the baseline rank  

(Model 1, Regime 1) 

Mann-Whitney test [H0: 2005 ranking (synthetic=genuine)] 

2002 

ventil  

Mean of zi Share of samples that pass the test 

=0 =0.15 =0.25 =0.45 =1 =0 =0.15 =0.25 =0.45 =1

1 4.40 0.50 2.75 8.23 16.21 0.00 0.98 0.09 0.00 0.00 

2 2.82 0.53 1.43 5.22 14.10 0.08 0.99 0.82 0.00 0.00 

3 1.82 0.50 0.88 3.17 9.15 0.57 1.00 0.97 0.00 0.00 

4 2.34 0.96 0.50 1.82 8.20 0.27 0.96 1.00 0.61 0.00 

5 0.62 0.66 1.08 2.27 5.82 1.00 1.00 0.93 0.27 0.00 

6 1.60 0.81 0.57 0.57 3.33 0.69 0.97 0.99 0.99 0.00 

7 0.90 0.55 0.50 0.64 2.47 0.96 1.00 1.00 0.99 0.00 

8 0.98 0.66 0.62 0.52 0.48 0.92 0.99 0.99 1.00 1.00 

9 0.55 0.50 0.49 0.46 0.63 0.99 1.00 1.00 1.00 1.00 

10 0.79 0.69 0.73 0.86 1.49 0.98 0.98 0.97 0.95 1.00 

11 1.34 0.59 1.09 2.39 5.39 0.79 0.99 0.81 0.77 0.00 

12 1.61 0.73 1.05 2.08 5.08 0.77 0.98 0.81 0.80 0.00 

13 1.89 1.04 1.23 2.06 5.50 0.68 0.90 0.80 0.80 0.00 

14 2.52 1.35 1.37 2.04 6.01 0.39 0.77 0.75 0.80 0.00 

15 2.46 1.64 1.06 0.78 5.74 0.27 0.67 0.91 0.97 0.00 

16 2.71 1.83 1.09 1.03 6.99 0.14 0.57 0.90 0.95 0.00 

17 1.46 0.58 0.75 2.76 9.60 0.78 0.99 0.97 0.12 0.00 

18 3.19 1.90 0.92 1.69 8.12 0.04 0.52 0.95 0.74 0.00 

19 4.32 2.68 1.54 1.26 7.81 0.00 0.10 0.79 0.93 0.00 

20 6.30 3.94 2.05 2.06 12.22 0.00 0.00 0.44 0.42 0.00 

Notes:  The table shows the test of destination ranks (the rank in 2005 synthetic Vs 

genuine) conditioned on the real income ventile limits in the baseline (2002). Using 

Regime 1 (500 reps). H0: synthetic rank 2005 = genuine rank in 2005. The share of 

samples, or drawings of residuals, that pass the test refers to those with z<z95%. 

 

 

 
 


