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We document substantial variation in the effects of a highly-effective literacy program in 

northern Uganda. The program increases test scores by 1.4 SDs on average, but standard 

statistical bounds show that the impact standard deviation exceeds 1.0 SD. This implies that 

the variation in effects across our students is wider than the spread of mean effects across 

all randomized evaluations of developing country education interventions in the literature. 

This very effective program does indeed leave some students behind. At the same time, 

we do not learn much from our analyses that attempt to determine which students benefit 

more or less from the program. We reject rank preservation, and the weaker assumption 

of stochastic increasingness leaves wide bounds on quantile-specific average treatment 

effects. Neither conventional nor machine-learning approaches to estimating systematic 

heterogeneity capture more than a small fraction of the variation in impacts given our 

available candidate moderators.
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1 Introduction

This paper examines treatment effect heterogeneity in the context of an educational interven-

tion implemented in northern Uganda. Kerwin and Thornton (2020) and Buhl-Wiggers et al.

(2018a) show that the intervention—the Northern Uganda Literacy Project (NULP)—has

an extraordinarily large average treatment effect, e.g. relative to the education interven-

tions reviewed in meta-analyses (McEwan 2015; Evans and Yuan 2019). Yet the under-

lying student-level outcomes show that many students in the treatment group continue to

have very low test scores even after multiple years of exposure. This observation moti-

vates our title and suggests the presence of meaningful effect heterogeneity. Studying—and

understanding—treatment effect heterogeneity can shed important light on how interventions

work, for whom they work, and how they affect inequality.

There is a broad concern about some students being “left behind” and failing to learn

(Rudalevige 2003). This issue was highlighted in the United States by the No Child Left Be-

hind Act of 2002, but looms even larger in developing countries. A recent World Development

Report focused solely on the “learning crisis” in developing countries (World Bank 2018):

while school enrollment rates have risen substantially, many students learn almost nothing

in school (Boone et al. 2013; Piper 2010). Similarly, Goal 4 of the Sustainable Development

Goals addresses equity and inclusiveness in education, and UNESCO has emphasized that

“every learner matters and matters equally” (UNESCO 2017).

Our analysis proceeds in three stages. We first establish that meaningful treatment

effect heterogeneity exists by using the classical statistical bounds due to Fréchet (1951) and

Höffding (1940) to bound the variance of the treatment effects [henceforth the “FH bounds”].

Related formal statistical tests indicate that we can clearly reject the common effect model.

The second stage of our analysis considers what we can learn about effect heterogeneity

by imposing additional assumptions. We first impose the property of “mutual stochastic

increasingness” on the joint distribution of treated and untreated outcomes. This allows

us to calculate the bounds on the average treatment effects at particular quantiles of the

outcome distributions described in Frandsen and Lefgren [hereinafter “FL”] (2020). We then

impose (and test) the stronger property of rank preservation in the context of an analysis

of quantile treatment effects, which also informs us regarding the effects of the NULP on

educational inequality.1

In the third stage of our analysis, we address the question of how the intervention works

(and for whom) by looking for moderators—variables not affected by treatment that capture

1 The literature offers a variety of other substantive assumptions that aim to reduce the identified set of
treatment effect distributions; see, e.g. Bhattacharya, Shaikh, and Vytlacil (2008). We leave these for future
work.



meaningful variation in the treatment effect. Following Djebbari and Smith (2008) we can

think of our analysis as dividing the extant treatment effect variation into “systematic” (cap-

tured by the moderators) and “idiosyncratic” (not captured by the moderators) components.

As they note, our ability to capture systematic heterogeneity depends crucially on the set

of available candidate moderators. We conduct our search for meaningful moderators using

both a traditional approach of looking for first-order interactions between the treatment

indicators and various “usual suspects” and via the machine learning algorithm laid out in

Knaus, Lechner, and Strittmatter (2020).

Our core finding is that the effects of the program vary widely across individual stu-

dents. The lower bound on the standard deviation of treatment effects exceeds one standard

deviation. This means that despite a massive average gain of 1.4 standard deviations, a

normal distribution of treatment effects implies that the intervention harms over 8% of stu-

dents, while a similar share experience individual gains in excess of 3.0 SDs. As a point of

comparison, we show that the average effect of a reduced-cost version of the same program

equals 0.7 SDs.2 Thus the range of treatment effects for students within a given version of

the program is over four times the difference in average effects. It also exceeds the gap in

the average effects between the most-harmful and most-beneficial interventions reviewed in

McEwan (2015).3

At the same time, our analyses make little headway in organizing the treatment effect

heterogeneity the data clearly contain. The FL bounds do provide some insight and suggest

that negative average treatment effects occur at the top of the outcome distribution if they

occur at all. Rank preservation could provide a tight characterization of the heterogeneity but

we easily reject its implications in our data. Our conventional moderation analyses explain

essentially none of the variation in treatment effects. Even machine-learning methods using

our available covariates do not help much: subtracting off the estimated conditional average

treatment effects reduces the lower bound on the impact standard deviation by less than five

percent.

Our findings imply that the extensive literature documenting the average effects of ed-

ucation interventions is fundamentally insufficient to address the ongoing learning crisis in

developing countries. This massive literature has generated almost no information about

how the effects of individual interventions vary across students. Eight recent papers have

reviewed this evidence on “what works” in education in developing countries.4 These studies

2 The reduced-cost version reduces costs by about 64 percent.
3 We use the McEwan review instead of one of the seven other systematic reviews because he helpfully

made the underlying data on individual studies’ treatment effects publicly available.
4 The reviews are Glewwe et al. (2013), Kremer, Brannen, and Glennerster (2013), Krishnaratne, White,

and Carpenter (2013), Murnane and Ganimian (2014), McEwan (2015), Evans and Popova (2016), Glewwe
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collectively cover hundreds of randomized trials in dozens of countries. But they focus almost

entirely on average treatment effects. None of them consistently report or discuss treatment

effect heterogeneity, or emphasize the fact that individual treatment effects could deviate

drastically from the average effect.5 This pattern likely reflects the underlying literature:

papers rarely report measures of treatment effect variation.6 Even re-analyses of the raw

data may yield limited evidence, since studies are commonly powered to detect only average

effects, and do not have the sample sizes needed for measuring treatment effect heterogeneity

(Glewwe and Muralidharan 2016).

Our paper offers several contributions to the existing literature. Substantively, we do

a “deep dive” into treatment effect heterogeneity in a very different context than earlier

efforts by Heckman, Smith, and Clements [hereinafter “HSC”] (1997), Djebbari and Smith

(2008), and Bitler, Gelbach, and Hoynes (2017). Not only does northern Uganda differ

greatly from the United States or rural Mexico, but the NULP educational intervention we

study differs greatly from the active labor market program considered in HSC (1997), the

PROGRESA conditional cash transfer program considered by Djebbari and Smith (2008),

and the welfare-to-work program considered by Bitler, Gelbach, and Hoynes (2017). Our

substantive findings regarding the clear presence of what Heckman, Urzua, and Vytlacil

(2006) dubbed “essential heterogeneity” combined with our general failure to systematize

that heterogeneity via observed moderators (even when applying machine learning methods)

defines a clear path forward for future evaluations of educational interventions: empiricists

should collect improved candidate moderators and applied theorists should devote themselves

to motivating new moderators.

Methodologically, our paper represents only the second empirical application of the FL

(2020) bounds and arguably the first with a data set of meaningful size. In addition, while

numerous recent papers examine treatment effect heterogeneity using one or the other of the

vast array of competing machine learning algorithms currently in circulation, we add value

by comparing traditional a priori methods to one particular machine learning algorithm. We

do this within the context of a broader discussion of theories of treatment effect moderation,

and of the relative values (at the margin, of course) of creative data collection and the further

and Muralidharan (2016) and Conn (2017)
5 Glewwe and Muralidharan (2016) point out that treatment effect heterogeneity is “likely to be a first-

order” issue, but that standard practice focuses on average effects. Four of the reviews discuss analyses of
systematic heterogeneity in the effects of one specific intervention: Murnane and Ganimian (2014), Evans and
Popova (2016), Glewwe and Muralidharan (2016) and Conn (2017). Interestingly, each chooses to highlight
a different intervention for this purpose.

6 Evans and Yuan (2018) review 281 evaluations with learning outcomes, conducted between 2000 and
2016; only 33 percent presented results for boys and girls, 23 differentiated effects by baseline achievement,
and only 11 percent differentiated effects by socio-economic status.
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refinement of what are often already quite esoteric statistical moderator selection schemes.

We also show that even when machine learning techniques identify important variation in

treatment effects, they can still leave a large amount of treatment effect heterogeneity unex-

plained. This finding has a substantive implication: papers that use these techniques should

report bounds on the impact variance before and after removing the estimated systematic

heterogeneity.

Our findings imply that doing much better at predicting treatment effects will mean going

beyond the potential moderators typically available to schools or educational authorities in

their administrative data, particularly in developing countries. If researchers collect better

moderators, they could use them to alter the design of programs in order to trim the lower

tail of treatment effects while holding steady, or even increasing, the average gains. At

the same time, moderators not immediately available to administrators will add less in an

immediate, practical sense.

The remainder of the paper takes a familiar course. We begin by describing the inter-

vention we study in Section 2 and by describing the data we analyze in Section 3; Section

4 presents the average treatment effects of the program for reference. Section 5 covers the

FH bounds, and establishes the presence of treatment effect heterogeneity. Section 6 tries

to reduce this heterogeneity by imposing additional assumptions, first mutual stochastic in-

creasingness and then rank preservation.. Section 7 documents our search for meaningful

moderators, first using the traditional a priori approach and then using (one particular)

machine learning strategy. Finally, Section 8 reviews our results and ties them back into the

broader literature.

2 Northern Uganda Literacy Project (NULP)

2.1 Context

Our study takes place in the Lango sub-region of northern Uganda, one of the poorest regions

of the country. The primary education system in northern Uganda faces major challenges.7

The pupil-to-teacher ratio exceeds 65:1 and the pupil-to-classroom ratio is about 86:1. On

an average day about 28% of teachers and 24% of students miss school (Bold et al. 2017;

Ministry of Education and Sports 2016; Uwezo 2019). The vast majority of schools in our

data lack electricity, though nearly all have at least one latrine. Poor schools, particularly

when combined with a history of civil conflict, lead to poor outcomes: the adult literacy rate

7 Primary education in Uganda runs from P1 (first grade) to P7 (seventh grade), with students typically
entering P1 at age six.
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in the Lango sub-region sits just above 71 percent, with even lower rates in other sub-regions

of northern Uganda (Uganda Bureau of Statistics 2017).

Until fairly recently, the curriculum and pedagogy of the schools we study reflected

Uganda’s British colonial past. Indeed, today’s classrooms—often entirely in English with

a call-and-response pedagogy—sound a bit like one would imagine a working-class school in

Manchester or Birmingham in the first half of the last century. In 2007, the government

of Uganda implemented a new primary education curriculum aimed at improving on this

history. This new curriculum remains in place today and includes two important features.

First, students in P1-P3 must be taught in the main mother tongue of their area with a

transition in P4 to full English instruction starting in P5. Second, teachers devote an hour

to literacy lessons each day, with the first half hour on reading and the second on writing.8

In practice, many teachers had trouble adjusting to the new curriculum due to limited access

to materials, underdeveloped orthographies of local languages, and inadequate training, so

these policies remain only partially implemented; see e.g. Altinyelken (2010) or Ssentanda

(2013).

Schools in Uganda also face shortages of teaching materials. The central government pro-

vides an annual allocation to each school for supplies that varies with enrollment and with

the government budget and typically lies in the range USD$1000-$2000. Per Kayabwe et al.

(2014), schools must allocate these funds exclusively into four categories—teaching and learn-

ing materials, extra-curricular activities, school management, and school administration—

but have discretion over the share allocated to each category. In addition, the Enhancement

of Universal Primary Education and Community (EUPEC) program provides supplementary

learning materials.9 Unfortunately, the annual allocation and the EUPEC, combined with

“contributions” from parents, still leave the schools we study in dire need of instructional

materials.10

Overall, despite the various reforms, the quality of education in Uganda remains low.

According to Piper (2010), 80% of students in the Lango sub-region could not read a single

word of Leblango at the end of P2 and 50% could not at the end of P3. Similarly, Bold et al.

(2017) find that 42% of students in Uganda could not read a word at the end of P3.

8 Perhaps surprisingly, this was not happening prior to the reform; see, e.g. Read and Enyutu (2005).
9 For example, EUPEC mandated the distribution of slates to all P1 and P2 classrooms, but many of the

slates ended up in higher grade classrooms or lost due to poor maintenance.
10 Primary school is fee-free in Uganda, but schools almost always ask parents to make monetary contribu-

tions. Though nominally voluntary, parents who do not contribute may find their children sent home from
school. In our control group, 97 percent of parents report making contributions with a median of about
US$9. Among other things, the money is used to pay for teacher bonuses and housing, which the central
government does not cover.
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2.2 Intervention

From 2009 to 2013, Mango Tree—a private, for-profit, educational tools company—developed

a model program designed to address the main challenges in primary education in northern

Uganda. The program, called the Northern Uganda Literacy Project (NULP), focused on

mother tongue literacy in P1 to P3 by training and supporting teachers with additional

classroom materials and a revised pedagogy.

The program consisted of four main features. First, it provided teachers with intensive

training in teaching mother tongue literacy. This component of the program included res-

idential training sessions as well as in-class supervision visits that provided teachers with

feedback.11 Second, the NULP provided teachers with classroom materials that supported

their training. Program classrooms received primers (textbooks that follow the curriculum),

readers (books for reading practice), teacher guides that describe in detail the specific lesson

plans for each day, slates that allow students to practice their writing12, and a wall clock

used for monitoring time during lessons. Third, the NULP model followed the government

curriculum in teaching in students’ mother tongue in P1 and P2, but introduced letters and

sounds at about half the usual pace—covering the first half of sounds in P1, with the second

half in P2. Oral English was introduced as subject in P1, and then added into lessons in P2

and P3, to allow time for students to develop critical early literacy skills before pushing them

to use those skills in another language.13 Finally, the NULP model engaged with parents

by promoting the benefits of mother-tongue instruction using a radio program, and hold-

ing school meetings to train parents on how to support their children’s learning at home.14

According to Kerwin and Thornton (2020), the marginal cost of NULP equals about $20

per student per year, relative to a base level of expenditures in Ugandan primary schools of

around $60 per student per year.

Package interventions like the NULP have received little attention from researchers in

the developed world. In developing-country contexts, in contrast, a number of interventions

11 Training sessions were distributed over the school year and included three residential trainings during
school holidays and six in-service training workshops on Saturdays. Trainers used a detailed facilitator’s
guide as well as instructional videos. Supervision visits were carried out by Mango Tree staff, coordinating
center tutors who work for the Ministry of Education, and mentor teachers who had previously experience
teaching the NULP instruction model.

12 The slates are not, as readers in developed countries might surmise, electronic tablets or e-readers.
Rather, a slate resembles a small piece of a blackboard that can be used with a piece of chalk.

13 Some research suggests that teaching in a student’s mother tongue motivates and enhances academic
achievement. Students instructed in a familiar language gain early reading skills more quickly and exhibit
improved attendance. Moreover, the evidence suggests that the use of native languages in the first years
of education enhances the learning of a second tongue in later years (Webley 2006). Smits, Huisman, and
Kruijff (2008) review this literature.

14 In these meetings parents learn the importance of mother-tongue instruction, as well as how to assess
and support children’s learning and literacy development at home.
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provide combinations of inputs similar to that in the NULP. Examples include the Primary

Math and Reading (PRIMR) Initiative in Kenya (Piper, Zuilkowski, and Ong’ele 2016) and

the School Health and Reading Program (SHRP) in Uganda (Brunette et al. 2019). Other

interventions provide some of the inputs from the NULP such as textbooks (Glewwe, Kremer,

and Moulin 2009) and teacher training (Cilliers et al. 2019).15 These packaged interventions

show real promise, with RCTs sometimes finding effects as large as those found for the NULP

(e.g., Gove et al. (2017)). The PRIMR intervention has larger effects when implemented in

the students’ mother tongue, but only for literacy in that language (Piper et al. 2018).

Delavallade, Griffith, and Thornton (2019) point out that the majority of programs actually

implemented in developing countries involve a packaged bundle of education inputs.

Despite extensive research evaluating the effectiveness of educational inputs, the existing

literature has had little to say about treatment effect heterogeneity. Most studies concen-

trate on presenting average treatment effects on test scores. Among studies that examine

individual components of the NULP, Jackson and Makarin (2018) use a conditional quantile

treatment regression approach to show that the lesson plans matter more for weaker teach-

ers, while Glewwe, Kremer, and Moulin (2009) find that textbooks only improve scores for

the strongest students.

3 Evaluation

3.1 Evaluation design

The evaluation of the NULP took place over four academic years running from 2013 through

2016. The evaluation involved 38 schools in 2013 with an additional 90 schools added in

2014. The evaluation assigned eligible government primary schools at random to one of

three treatment arms: the full-cost NULP treatment described in the preceding section, a

reduced-cost version of the NULP treatment designed to approximate what a scaled-up, less

expensive, government-operated version of the program would look like, and a business-as-

usual control condition.16 Randomization took place within pre-defined groups (strata) of

15 There has been limited research evaluating the components of the NULP in developed-country contexts.
An exception is Jackson and Makarin (2018), which studies the effect of one of the NULP’s components,
providing pre-designed lesson plans in schools in Virginia. Giving teachers access to pre-designed lesson plans
has small but statistically significant effects on math test scores, effects that increase with additional support
to use the lesson plans. There is also an extensive literature on the effects of mother-tongue instruction in
the US, focused primarily on Spanish-language immersion courses (see, e.g., Rossell and Baker (1996)).

16 School eligibility differed slightly in the first two years of the study. In 2013, eligibility required that
a school have two P1 classrooms, lockable classrooms, a head teacher regarded as “engaged”, less than
135 students/teacher, and be located less than 20km from the main government coordinating center. In
2014 the study team dropped most of the requirements, demanding only that schools have less than 150
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three schools.17 The reduced-cost version embodied two main changes: 1) instead of Mango

Tree staff directly providing teacher training and teacher support, Ministry of Education

coordinating center tutors provided it via a “cascade” or “training-of-trainers” model; and

2) teachers received fewer support visits throughout the year.18 In other words, the three

arms vary the intensity of the treatment across schools in a way that varies across dimensions

of the package treatment.19

The NULP program was provided to P1 teachers in treatment schools in 2013 and 2014.

In 2015 the program was then provided to P2 teachers in treatment schools, and in 2016,

the program was provided to P3 teachers in treatment schools

3.2 Analytical Sample

In this paper, we focus solely on students who entered first grade in 2014 in one of the

128 study schools. Because the intervention was rolled out to grades P1, P2 and P3 across

years, these students were exposed to three full academic years of whatever treatment their

school received. By focusing on just one cohort of students, we avoid mechanical variation

in treatment intensity resulting from differing amounts of exposure. Buhl-Wiggers et al.

(2018a) study the effects of the varying exposure to the program.

Funding limitations prevented doing full data collection on all of the students who started

P1 in the study schools in 2014. Instead, the evaluation sampled 100 P1 students from each

school; in schools with fewer than 100 P1 all available P1 students were included in the

evaluation. Students were sampled from classrooms in two ways. First, at the beginning of

the school year, we drew an initial sample, of 40 P1 students from each of the original 38

schools and 80 P1 students from each of the additional 90 schools. Second, at the end of P1,

we drew a top-up sample of 60 students at the original 38 schools and of 20 students from

the additional 90 schools. Both samples were stratified by sex and classroom.20

To reach what we call our “main analysis sample” we impose two additional restrictions.

students/teacher and be located at most 22km from a government coordinating center.
17 Groups are defined based on P1 enrollment, coordinating center, and distance to coordinating center

headquarters.
18 Buhl-Wiggers et al. (2018a) describe the lessons the NULP evaluation provides regarding program scale-

up.
19 Kerwin and Thornton (2020) discuss implementation and implementation fidelity in some detail.
20 The top-up sample differs somewhat from the initial sample on exogenous characteristics, reflecting the

fact that they are sampled from students who enrolled in school later. They are about half a year older and
1.7 percentage points more likely to be female. Our top-up sample has the disadvantage that it could reflect
systematic differences in attendance at the end of the school year driven by the treatment arm assigned to
the school. We looked for this in the data but found no evidence of such systematic differences (not shown).
Moreover, we obtain qualitatively similar results using just the initial sample and just the top-up sample
(available by request).

8



First, we require the students to have valid test scores at the end of P3 (in 2016) for use

in constructing the outcomes we study. Second, because we devote a good portion of our

attention to the analysis of moderators, we require complete data on all but one of the

variables we use as moderators.21 The one exception is baseline test scores (measured in

P1, at the beginning of 2014); we do not condition on the presence of this variable to avoid

losing all of the top-up sample observations, which lack baseline test scores because they were

sampled at the end of the 2014 school year. In the analyses that includes student baseline

test scores, we recode missing values to zero and include an indicator for missing values.22

Imposing these restrictions yields a main analysis sample of 4,868 students, with 1,427

in the control group, 1,681 in the full-cost treatment group and 1,760 in the reduced-cost

treatment group. Online Appendix Table 1 provides further details on the construction of

the main analysis sample, including the number of observations lost due to each restriction

we impose.23

3.3 Learning Outcomes

Our outcome measure captures student performance in reading Leblango, the local language

of students in our study schools. In particular, we construct an index built on scores from the

Early Grade Reading Assessment (EGRA) administered to students at the end of P3.24 The

EGRA is an internationally standardized exam—externally validated in Leblango—intended

to evaluate reading skills (RTI International 2009). The exam consists of six components:

letter name knowledge, initial sound identification, familiar word recognition, invented word

recognition, oral reading fluency, and reading comprehension. Following earlier research on

the NULP by Kerwin and Thornton (2020), we construct a principal component score index

for the entire exam using the factor loadings from the control group. We use the combined

score, standardized with respect to the control group in P3, as our primary outcome variable

throughout.25

21 We measure all moderators at the beginning of the study in 2014, with the exception of the teacher
characteristics, which are for the P3 teachers in 2016. We choose a single set of teachers to reduce the
dimensionality of the data, and focus on the most-recent teachers as they are the most proximal influences
on the endline test scores (and also because their data has the fewest missing values).

22 Almost all students (87% of the sample) received a zero on their 2014 baseline test score (not shown).
23 We lose somewhat more observations from the control group than the other two study arms due to

missing moderators.
24 Only students who were present in school were administered the endline exam. See Online Appendix

Table 1 for a breakdown of the number of observations we lose due to missing endline scores.
25 We repeated many of our analyses using EGRA English scores as well as math scores. These alternative

outcomes yield similar qualitative conclusions. Note that impacts on test scores at the end of P3 capture
the effects of exposure to treatment for three years, in P1, P2, and P3.
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3.4 Covariates

We divide our covariates into three sets based on their level of variation: student characteris-

tics, teacher characteristics, and school characteristics. For students, our covariates comprise

baseline test scores (setting missing values to zero) and an indicator for a missing baseline

score, a male indicator, and student age at baseline.26 For teachers, they include a male

indicator, age, years of teaching experience, and their years of completed schooling. For

schools, we have total enrollment from P1-P7, the total number of teachers from P1-P7, the

overall P1-P3 pupil-to-teacher ratio, and the pass rate on the Primary Leaving Exam (PLE)

in the year before the intervention started.27

Online Appendix Table 2 presents covariate means by study arm along with balance tests.

We see that 50 percent of the students in the sample are girls—by construction, due to our

sampling strategy—and the average student age is between eight and nine years old. Teachers

average 39 to 43 years of age, 15 years of experience, and 14 years of education. Schools

average around 900 total students, 14 teachers, a P1-P3 pupil-teacher ratio around 67, and

a PLE pass rate of a little less than 5 percent. Students in the two treatment arms are more

likely to have male teachers and their teachers are less experienced and slightly younger;

students in the reduced-cost study arm attend schools that are somewhat larger overall.

Following Deaton and Cartwright (2018), who gently (and rightly) mock the epistemology

implicit in taking significance tests of nulls known to hold in the population too seriously,

we focus mainly on the magnitudes of the sample covariate imbalances, which are small and

unremarkable for most variables. Students in the two treatment arms are more likely to have

male teachers and their teachers are less experienced and slightly younger; students in the

reduced-cost study arm attend schools that are somewhat larger overall.

4 Average Treatment Effects

As a point of comparison, we begin by estimating the average effect of each version of the

NULP in our main analysis sample. We estimate the following linear model:

Yisc = βFCFCs + βRCRCs + βY Yi,P1 + βDDi + αc + εisc (1)

In equation (1), Yisc denotes the outcome (i.e. the reading in Leblango test score index

just defined) for student “i” in school “s” in stratification cell “c”. FCs and RCs indicate

26 We address outliers (which we suspect include both measurement error and real exceptional cases) by
censoring the data at 7 and 13; this affects just 0.39% of all observations.

27 Students are perfectly nested within schools, but each student was exposed to up to three different
teachers during the program; we use the characteristics of their P3 teachers.
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assignment to the full-cost and reduced-cost treatment arms for school “s”, respectively,

which implies that βFC and βRC represent the average treatment effects of the two versions.

Yi,P1 denotes the baseline (i.e. P1) Leblango reading test score index while Di is an indicator

equal to one when the baseline score is missing (and so set to zero, as noted above). Finally,

αc is a treatment stratification cell fixed effect and, as always, εisc is a mean-zero term that

captures the effects of all omitted determinants of test scores. We cluster the standard errors

at the school level given the school-level treatment assignment.

Table 1 presents the estimates from four versions of equation (1). Column (1) shows

unconditional treatment effects (i.e. the simple mean difference). Column (2) adds the

stratification cell fixed effects ac. As expected based on, e.g. Bruhn and McKenzie (2009),

adding these fixed effects improves the statistical efficiency of our estimates. More im-

portantly, we require them for consistency because we have different shares of schools and

students in each study arm in each stratification cell. Column (3) adds controls for students’

baseline test scores, dropping students with a missing test score, while column (4) keeps the

students with missing baseline test scores and includes an indicator for missing values.28

[Table 1 about here.]

We estimate average treatment effects of 1.40 SDs for the full-cost treatment and 0.74

SDs for the reduced-cost treatment using our preferred specification in column (4).29 The

results vary only slightly across columns, ranging from 1.40 to 1.53 for the full-cost version

and from 0.74 to 0.80 for the reduced-cost version. This robustness motivates our choice

to use the specification in column (4) as our main specification for the remainder of the

paper. Substantively, these represent very large impacts. The full-cost program effect sits

in the 99th percentile of the overall distribution of impacts of the primary-school education

programs reviewed in the McEwan (2015) meta-analysis. Moreover, not a single program in

his study had such a large effect on reading scores. Even the reduced-cost program effects

are large relative to the literature; for example, 95% of the experiments in McEwan yield

treatment effects below 0.45 SDs, with the average being 0.10 SDs.

28 Fans of Freedman (2008) will prefer Column (2) while fans of Lin (2013) will prefer column (4). We
tend to agree with the latter but offer both sets of estimates in this table in the spirit of celebrating our
(epistemological) diversity.

29 Buhl-Wiggers et al. (2018a) report an average treatment effect for the full-cost version of 1.35 SDs. The
difference springs from slightly different samples in the two cases, with their sample requiring non-missing
data on a smaller set of conditioning variables.
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5 Establishing treatment effect heterogeneity

This section pursues the first stage of our analysis by interrogating the data for evidence

of treatment effect heterogeneity using the classical statistical bounds that rely only on the

information in the marginal outcome distributions.

5.1 Formalities

The FH bounds capture the limits on F (Y1, Y0), the joint CDF of the outcome under the

treated state, Y1, and the control state, Y0, implied by their marginal distributions. Put

differently, the FH bounds define the set of identified joint distributions consistent with

given marginal distributions without the addition of any further identifying information.

In the context of our three-armed experiment, the treated state could represent either the

full-cost version of NULP or the reduced-cost version of NULP.

For continuous variables, the Fréchet-Höffding bounds are:

max[F1(Y1|D = 1) + F0(Y0|D = 1)− 1, 0] (2)

≤ F (Y1, Y0|D = 1)

≤ min[F1(Y1|D = 1, F0(Y0|D = 1)]

where F1(.) is the marginal distribution of the outcome variable in the treated state and

F0(.) is the marginal distribution in the control state. The lower bound corresponds to the

case of perfect negative dependence or “rank inversion” as it implies a rank correlation of

-1.0. The upper bound corresponds to perfect positive dependence or “rank preservation”

as it implies a rank correlation of 1.0. Thinking in terms of ranks helps illustrate the

intuition that underlies the FH bounds. In rank preservation, the CDF implicitly links a

given rank in one outcome distribution with the same rank in the other outcome distribution,

so that, for example, the counterfactual for a student at the 90th percentile of the full-cost

program outcome distribution equals the 90th percentile of the control outcome distribution.

In contrast, with rank inversion the counterfactual for a student at the 90th percentile of

the full-cost program outcome distribution equals the 10th percentile of the control group

outcome distribution.

Cambanis, Simons, and Stout (1976) show that all super-additive and sub-additive pa-

rameters obtain their extreme values at the FH bounding distributions. Tchen (1980) shows

that Spearman’s ρ and Kendall’s τ do too. The class of super-additive parameters includes

the Pearson correlation, which, as HSC (1997) point out, implies that the FH bounding

distributions also bound the treatment effect variance, var(Y1 − Y0). To see the intuition,

12



suppose that F1 ∼ U [0, 1] and F0 ∼ U [0, 1], i.e. both outcomes have uniform distributions

on the unit interval. The FH upper bound distribution, and its attendant rank preserva-

tion, then has Y1 = Y0 so that the variance of the treatment effects equals exactly zero in

the population. In contrast, at the FH lower bound distribution, with its attendant rank

inversion, treatment effects decrease linearly from 1.0 to -1.0 as Y1 moves from 1.0 to 0.0,

so that the treatment effect variance well exceeds zero (and, indeed, obtains its maximum

consistent with the given uniform marginals).30

5.2 Implementation

We start by collapsing the outcome distributions for the three treatment arms into per-

centiles, both to simplify the computations and because the three arms contain different

numbers of students. The FH upper bound distributions, which embody rank preservation,

then match percentiles between one of the treatment arms and the control arms. Subtract-

ing the control percentile outcome from the treated percentile outcome gives the treatment

effect for that percentile for that version of the program. A similar operation, but with

the control outcome percentiles inverted, provides the treatment effects associated FH lower

bound distribution, which embodies rank inversion.31

For each combination of bound (upper or lower) and treatment arm (full-cost or reduced-

cost) we calculate the Pearson correlation between the percentiles of the treated and control

outcome distributions. In addition, we calculate the impact standard deviation as the square

root of the variance of the percentile-specific impacts and the fraction with a positive impact

as the fraction of non-negative percentile-specific impact estimates.32 We compute standard

errors using the non-parametric bootstrap, drawing 1000 samples of students—each with as

many observations as the original sample—with replacement from the main analysis sample

and then repeating the entire exercise just described for each bootstrap sample.33 The

standard deviation of the 1000 bootstrap estimates provides our bootstrap standard errors.

30 While HSC (1997) are correct when they state that “[t]these inequalities [the FH bounds] are not
helpful in bounding the distribution of [the treatment effects]” the marginal distributions do provide some
information about this distribution: see, e.g. Williamson and Downs (1990) and Fan and Park (2010).

31 One could imagine related exercises such as imposing the bounds within stratification cells or imposing
them after subtracting off stratification cell fixed effects from all of the outcomes.

32 Calculating the impact variance using the percentiles, rather than some finer approximation to the
outcome distributions, likely leads to a mild understatement of the true population bounds on the impact
variance.

33 Note that we do not sample schools and then students within schools in our bootstrap for computational
simplicity. As a result, we likely somewhat understate the sampling variability in our estimates.
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5.3 Findings

Table 2 presents estimates of the various statistics associated with the FH bounding distribu-

tions. Columns (1) and (2) relate to the full-cost treatment and Columns (3) and (4) relate

to the reduced-cost treatment. For each treatment, the left-hand column gives statistics

under rank preservation (the FH upper bound distribution) and the right-hand column gives

statistics under rank inversion (the FH lower bound distribution). Each column provides

the treatment effects associated with the 5th, 25th, 50th, 75th, and 95th percentiles of the

control-group outcome distribution, along with the fraction of positive percentile impacts,

the impact standard deviation, and the outcome correlation.

We focus here on the bottom three rows of the table and defer discussion of treatment

effects at particular quantiles of the outcome distribution to Section 6.2, which considers such

quantile treatment effects in detail. We begin with the Pearson correlation in the last row

where super-additivity implies that our estimates represent bounds. By construction, rank

preservation yields a large positive outcome correlation in both cases, while rank inversion

yields a large negative one. At the same time, while the rank correlations equal 1.0 and -1.0,

the Pearson correlations do not, reflecting the interaction of the different formulae underlying

the two correlation measures and the shapes of the outcome distributions.

As noted above, super-additivity also implies that we estimate bounds on the impact

standard deviation, where the lower bound is obtained under rank preservation and the

upper bound under rank inversion. We find bounds of (1.066, 2.615) for the full-cost program

and of (0.642, 2.219) for the reduced-cost program. These lower bounds are huge! The lower

bound for the full-cost program equals 76 percent of its mean impact in Column (4) of Table

1; similarly, the lower bound for the reduced-cost program equals about 87 percent of its

mean impact. If we assume normally distributed impacts this implies that for the full-cost

program 29 percent of the students have impacts of at least 2.0 SDs while only 10 percent

have negative impacts.

Another way of looking at our lower bound estimate of the impact standard deviation for

the full-cost program compares it to cross-program variation in average treatment effects.

Staying within our data, and again assuming normality, the difference between the 5th and

95th percentile treatment effects equals 3.5 standard deviations, and thus is over four times

the difference in average impacts between the full- and reduced-cost programs. It also far

exceeds the difference in average treatment effects between the most- and least-effective

programs among the 76 randomized experiments covered in the McEwan (2015) systematic

review of primary education interventions in the developing world. Those interventions vary

in their mean impacts from -0.57 to 1.51 SDs, a range of 2.08 SDs.

Finally, consider the fraction positive. It is not super-additive, and so need not fall into
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the range defined by our bounds. At the same time, our bounds on the fraction positive

further illustrate the underlying intuition of the FH bounds. Consider the example given

above wherein both Y1 and Y0 have U [0, 1] distributions. In this case, rank preservation yields

a fraction positive (really non-negative as we define it) of 1.0 because Y1 = Y0 so that all of

the treatment effects equal zero. In contrast, rank inversion yields a fraction positive of 0.5,

as the bottom half of the treated units get linked to the top half of the untreated units and

vice versa. More generally, rank inversion necessarily leads to at least some fraction of the

treated units having negative treatment effects so long as the two distributions share some

common support. To see this, first change the example so that the treated unit outcomes

are distributed U [0.9, 1.9]. This yields a fraction positive of 0.95 under rank inversion, as

only those treated units with outcomes in [0.90, 0.95] get linked to control outcomes that

exceed their own. Changing the example again so that the treated outcomes are distributed

U [1.1, 2.1] implies a fraction positive of 1.0 even under rank inversion, because every treated

outcome with positive support exceeds every control outcome with positive support.

In our data, with the treated outcomes well above the control outcomes on average for

both versions of the NULP program, we find that nearly 100 percent of students experience

positive treatment effects in both treatment arms under rank preservation; even under rank

inversion, that fraction only falls to almost 0.70 for the full-cost program and 0.65 for the

reduced-cost program.

[Table 2 about here.]

5.4 Testing the null of a common treatment effect

In the preceding section, we carefully avoided using the bootstrap standard errors to perform

a simple test of the null of a zero impact standard deviation based on the ratio of one of

the estimated impact standard deviation lower bounds to its bootstrap standard error. We

did so because HSC (1997, Appendix E) makes a strong case that the bootstrap standard

errors, though they do a reasonable job when the population impact standard deviation

differs non-trivially from zero, do a very poor job when it equals zero, its value under the

common effect null. Online Appendix Table 3 repeats a subset of that analysis using our

data; our results imply the same qualitative conclusion.

The statistics literature talks about the general problems that arise when testing nulls

that lie at the boundary of the parameter space. In our context, variances must, by con-

struction, lie in the interval [0,∞). Our null of zero lies on the edge of that set. To see

the problem at a very prosaic level, think about a sample from an RCT from a population
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and intervention where the null holds for some outcome. Imagine calculating the impact

standard deviation using said sample as we do above. Due to sampling variation, the impact

standard deviation will exceed zero with probability one, because with probability one at

least one of the percentile differences will not equal zero due to sampling variation.

We address both the boundary issue and the issue with the bootstrap standard errors

by using the randomization inference procedure developed in Appendix E of HSC (1997).34

Intuitively, their test constructs an estimate of the sampling distribution under the null via

resampling from the experimental control group. Because no control group members receive

the treatment, the null holds in resamples from the control group wherein we construct

impacts via randomly assigned faux treatment and control groups. By repeatedly drawing

samples of the same size as our original data, dividing them at random into faux treatment

and control groups, and estimating the impact standard deviation as we did using the orig-

inal data, we can approximate the sampling distribution of the estimated impact standard

deviation under the null. Our test then locates the estimated lower bound impact standard

deviation from the actual data within the estimated sampling distribution. If it, for example,

lies above the 95th percentile of that distribution, we can reject the null at the 0.05 level,

and so on.

We implement the test as follows: First, we sample with replacement from the control

group in the main analysis sample. Then we randomly sort the sample and assign the

first half of the observations to the faux control group and the second half to the faux

treatment group.35 We add the average treatment effect from Table 1 to the test scores for

the faux treatment group.36 Using this synthetic dataset, we collapse the treatment and

control outcome distributions into percentiles. We take the differences across percentiles

and compute the standard deviation of these differences, exactly as we did using the original

analysis sample.

We repeat this process 10,000 times, once for a sample of size of 3,108 with 1,427 controls,

which corresponds to the full-cost versus control contrast, and once for a sample size of 3,187

with 1,427 controls, which corresponds to the reduced-cost versus control contrast. This

yields two empirical distributions of 10,000 estimated impact standard deviations generated

under the null hypothesis of zero variance of impacts. Online Appendix Table 4 presents

cutoff values under the null. Comparing the impact standard deviations we obtain using the

34 Note that HSC (1997) do not use the term “randomization inference” to describe what they do, as that
term had not yet entered general circulation in economics.

35 When drawing the bootstrap samples, we do not cluster by school, i.e. we resample individual students
and not entire schools and then students within schools. Implicitly, this means that our null holds the set of
schools fixed.

36 Adding the average treatment effect for either program version (or indeed any other constant) to the
faux treatment group outcomes does not change our findings because it does not change the impact variance.
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original data to the cutoff values corresponding to a p-value of 0.0001 shows that we can easily

reject the null at that level for both program versions. Thus, our data provide substantially

stronger statistical evidence against the common effect null than the data employed in either

HSC (1997) or Djebbari and Smith (2008).

6 Exploring treatment effect heterogeneity

This section pursues the second stage of our analysis by examining the extent to which

additional assumptions, first stochastic increasingness and then rank preservation, reduce

and clarify the variation revealed by the classical bounds.

6.1 FL bounds

6.1.1 Introduction

The FH bounds tell us that our data embody a great deal of treatment effect heterogeneity

with, for example, bounds on the standard deviation of (Y1 − Y0) of 1.07 and 2.62 for the

full-cost NULP program. In this section, we consider the alternative bounds developed

in FL (2020). They show that limiting consideration to joint distributions of potential

outcomes that exhibit the property of “Mutually Stochastic Increasingness” (MSI) allows

for informative pointwise bounds on the average treatment effects at specific quantiles of the

potential outcomes.37

In their words, MSI implies that “the distribution of outcomes under treatment among

individuals who would have realized a higher outcome in the control state, (weakly) stochasti-

cally dominates the distribution among individuals who would have realized a lower outcome

in the control state, and vice versa.” In our setting, this means that if student A has a higher

test score than student B under the status quo, student A will also probably have a higher

score than student B in the treated state of the world, and similarly for student B if their

roles are reversed. MSI implies a positive rank correlation, which links our analysis to that

in Tables 5A and 5B in HSC (1997), which presents descriptive statistics on distributions of

impacts randomly sampled conditional on particular values of the rank correlation between

Y1 and Y0.38 While MSI does not imply a specific value of the rank correlation, it does rule

37 In addition to the pointwise conditional bounds, Section 3.1.2 of FL (2020) also offers two sets of bounds
on the overall treatment effect distribution. We do not investigate them here mainly because we have failed
to cajole their software into producing reasonable estimates on our data.

38 In contrast, a positive rank correlation does not imply MSI. To see this, suppose again that Y1 and
Y0 have U [0.0, 1.0] marginal distributions. Now imagine that the joint distribution has Y1 = Y0 + 0.1 for
Y0 ∈ [0.0, 0.9] and Y1 = Y0−0.9 for Y0 ∈ [0.9, 1.0]. This joint distribution clearly has positive rank correlation
as the ranks move in lockstep for 90 percent of the population, but not MSI because for the units at the top

17



out all negative values. MSI differs from rank preservation in that the latter implies a rank

correlation of one—the best student under the control state of affairs is also the best student

when the treatment is applied, and likewise for every rank—while the former allows any

positive rank correlation.

Does MSI make sense in our substantive context? HSC (1997) point out that MSI follows

naturally when participants have some knowledge of their potential outcomes and self-select

into an intervention. As we study (essentially) mandatory programs, we cannot use this

argument to justify MSI in our context. FL (2020) argue in their context—charter schools in

the U.S.—that many drivers of academic performance—such as students’ latent ability and

effort—likely imply better performance in both the treated and untreated states. In a loose

sense, their many drivers represent micro-foundations for a one factor (“ability”) model with

noise, a model we find quite plausible in our context. At the same time, one worry is that

our data may contain some students who flourish in the control world of call-and-response

in English and flail in the NULP world of scripts and slates and clocks in Leblango, or the

reverse. Too many such students would imply that MSI fails even as an approximation.

6.1.2 Formalities and implementation

FL (2020) define the potential outcomes Y1 and Y0 as mutually stochastically increasing if

the following property holds:

Pr(Y1 ≤ t|Y0 = y) and Pr(Y0 ≤ t|Y1 = y) are each non-increasing in y almost everywhere.

In words, this means that if one student has a higher outcome in the control state of the

world, her conditional distribution of outcomes in the treated state first-order stochastically

dominates that of a student with a lower outcome in the control state. Under this assumption,

they show that the lower-bound CDF is given by

FL
∆|Y0

(t|Y0) =


0, Y0 > F−1

0 (F1(Y0 + t))

F1(Y0 + t)− F0(Y0)

1− F0(Y0)
, Y0 > F−1

0 (F1(Y0 + t))
(3)

And the upper bound is given by

FU
∆|Y0

(t|Y0) =


F1(Y0 + t)

F0(Y0)
, Y0 > F−1

0 (F1(Y0 + t))

1, Y0 > F−1
0 (F1(Y0 + t))

(4)

of the untreated outcome distribution, things only get worse with treatment.
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These expressions give the probability that the treatment effect is less than or equal to a

given value, t. To compute the bounds, we need to estimate the unconditional CDFs, F0(.)

and F1(.). The FL (2020) algorithm for this proceeds as follows: First, compute F0(y+ t) as

the sample mean of the indicator 1(Yi ≤ y+ t) in the control group data. Similarly, compute

F1(y + t) as the sample mean of the indicator 1(Yi ≤ y + t) in the treatment group data.

Then plug those estimates into equations (3) and (4) to compute estimates of the lower- and

upper-bound conditional CDFs. Finally, use these estimated CDFs to compute lower and

upper bounds on the conditional (i.e. quantile-specific) treatment effects:

∆L(Yd) =

∫
tdFU

∆|Yd
(t|Yd), (5)

∆U(Yd) =

∫
tdFL

∆|Yd
(t|Yd) (6)

Intuitively (though not obviously), the pointwise lower bound on the conditional treat-

ment effect in (5) corresponds to a joint distribution with rank preservation above the eval-

uation point and independence of the treated and untreated outcomes below the evaluation

point. Similarly, the pointwise upper bound on the conditional treatment effect in (6) has

rank preservation below the evaluation point and independence above it. Practically, com-

puting the underlying conditional CDFs requires numerical integration of the numerical

derivatives in (5) and (6), so it proceeds slowly in our data, which has many more observa-

tions than the application in FL (2020).39

6.1.3 Findings

We present the pointwise FL bounds on the conditional expected impacts in Table 3.

Columns (1) and (2) present the lower and upper bounds for the effects of the full-cost

program by control-group percentile, while Columns (3) and (4) present the bounds for the

reduced-cost program. The table shows that the mean effects of the full-cost program could

range from 0.20 SDs to 2.65 SDs for the 5th-percentile student, and from -0.57 SDs to 4.27

SDs for the 95th percentile student. For the reduced-cost program, the 5th-percentile student

on average gains between 0.16 and 1.92 SDs, and the 95th-percentile student sees mean effects

that range from a 1.19-SD loss to a 3.23-SD gain. The upper bounds increase monotonically

39 The FL bounds take approximately 10 days to run for each treatment arm on our sample, using an Intel
Core i7-4790 3.6 GHz CPU with eight cores and 32 GB of RAM, Stata 16.0, and the replication code from
their paper. We can estimate the bounds for the two treatment arms simultaneously using separate instances
of Stata, but the code is not parallelized, so each instance of the program uses just one core. Drawing samples
from simulated distributions that impose a positive rank correlation as in HSC (1997) might speed things
up.
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with percentiles of the control-group outcome distribution for both program variants, while

the lower bounds initially rise and then fall for the highest percentiles.

We highlight three features of the FL bounds: first, all the bounds turn out quite wide in

a substantive sense. For example, for the full-cost program, the average treatment effect for

the student at the median of the control distribution has a range of over three SDs. Second,

unlike the FH bounds, the pointwise FL bounds do not allow us to rule out the common

effect model (or even its expected value analogue) as a wide range of expected treatment

effects lie within all of the pointwise bounds. Third, and perhaps most useful, the FL bounds

tell us that only in the very upper percentiles of the control state outcome distribution do

students have any possibility of negative average treatment effects for either the full-cost or

the reduced-cost version of the NULP. MSI does have some valuable substantive bite.

[Table 3 about here.]

6.2 Quantile treatment effects

6.2.1 Introduction

We now impose an even stronger assumption than stochastic increasingness, namely rank

preservation. As described in Section 5.1, the FH upper bound distribution implicitly em-

bodies rank preservation, so that the rank correlation between treated and control outcomes

equals one in the population. An alternative conceptual and computational path to the

FH upper bound distribution leads through the estimation of Quantile Treatment Effects

(QTEs).40 In the context of an experiment (so that we need not worry about selection into

treatment and its attendant biases) the quantile treatment effects consist of the simple differ-

ences in quantiles between the treatment group outcome distribution and the control group

outcome distribution.

These QTEs admit of two distinct interpretations. The first interpretation does not

impose rank preservation but instead remains agnostic about the underlying joint outcome

distribution. Under this interpretation, the QTEs inform the researcher about the effect of

treatment on the shape of the outcome distribution and related parameters. For example, a

pattern of negative QTEs at low quantiles and positive QTEs at high quantiles implies that

40 Koenker and Bassett (1978) began the literature on quantile regression in economics. Important early
applications in program evaluation contexts include Lehmann and D’Abrera (1975) and Doksum (1974) in
the statistics literature and HSC (1997), Koenker and Bilias (2002), Abadie, Angrist, and Imbens (2002)
and Bitler, Gelbach, and Hoynes (2006) in the economics literature. HSC (1997) do not use the term QTE
because it has not yet entered the applied econometric lexicon when they wrote.
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the treatment increases the outcome variance. Graphing the QTEs against the percentiles

can add meaningfully to the information provided by the average treatment effect. Indeed,

it surprises us that such graphs have not become routine in experimental evaluations.

The second interpretation presumes rank preservation and so returns us to the world of

the FH upper bound distribution. In this interpretation, the QTEs represent impacts at

quantiles as well as impacts on quantiles as in the first interpretation. Put differently, under

rank preservation the QTE for the, say, 75th quantile indicates the impact on students at

the 75th quantile. Thus, we can make statements such as “the treatment improves the test

score of the Xth percentile student by Y SDs.” The first interpretation does not allow such

statements, because under the first interpretation the joint distribution could be anything

(consistent with the given marginals).41

6.2.2 Implementation

We estimate QTEs for each quintile from the 5th to the 95th percentile using the estimator

defined in Koenker and Bassett (1978) as embodied in Stata’s qreg command.42 We present

bootstrap standard errors based on 250 replications, clustered by school and stratified by

stratification cell (i.e. resampling schools from within their original stratification cells rather

than drawing them from the entire original sample). Our figures present the quantile regres-

sion point estimates as a connected black line, with 95% confidence intervals in gray. For

reference, we also show the average treatment effects from Column (1) of Table 1 on the

figures; these average effects correspond most closely to our QTEs, which also do not control

for the stratification cell indicators.

We take advantage of the QTE framework (and of Stata’s sqreg command) to conduct an

alternative test of the common treatment effect null. More precisely, we test an implication

of that null: namely, the equality of the QTEs at various percentiles. This null is implied

by, but does not imply, the null of the common effect model, as one can imagine forms of

treatment effect heterogeneity consistent with equal QTEs. Thus, rejections using this test

statistically imply a non-zero impact variance but failure to reject does not imply an impact

variance of zero. Our test focuses on QTEs at the 5th, 10th, 15th,..., 95th percentiles.

41 Bitler, Hoynes, and Domina (2016) compare the knowledge produced by quantile treatment effects and
by subgroup impacts with subgroups defined based on baseline outcomes.

42 HSC (1997), who did not make the connection to quantile regression, construct their QTEs via percentile
differences, calculating standard errors using the method in Csörgo (1983).
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6.2.3 Findings

Figure 1 shows the quantile treatment effect estimates. Both program variants exhibit mono-

tonically increasing treatment effects across the quantiles of the outcome distribution. We

see no effect of the two program versions on the 5th percentile of outcomes.43 However, the

QTEs increase steadily up to about 2.97 SDs on the 95th percentile for the full-cost version

and about 1.87 SDs for the reduced-cost version. Even without rank preservation, this pat-

tern implies that both versions of NULP strongly increase the variance and inequality of

academic outcomes as well as the mean. Adding rank preservation adds the further implica-

tion that the treatment effect strongly increases in student test performance in the control

state. Put differently, students who would struggle under the existing regime would also

struggle under both variants of NULP, while students who do (relatively) well under the

current regime as embodied in the control state would do much better under NULP.

Brief visual consideration of Figure 1 makes it clear how our formal test of the null of

equal quantile treatment effects will turn out. As confirmed by the exact test statistics

presented in Online Appendix Table 5, we easily reject that null even at the 0.001 level for

both the full-cost and reduced-cost programs.

[Figure 1 about here.]

6.2.4 Testing rank preservation

Because we cannot ever know the joint distribution of Y1 and Y0, the assumption of rank

preservation is fundamentally untestable. But, helpfully, Bitler, Gelbach, and Hoynes (2005)

point out that it does have testable implications.44 Under rank preservation, characteris-

tics of units not affected by treatment should look the same at corresponding quantiles of

the treatment and control outcome distributions. For example, under rank preservation,

the demographic characteristics of students at the 75th percentile of the control outcome

distribution should mirror those of students at 75th percentile of the reduced-cost program

outcome distribution and of students at the 75th percentile of the full-cost program outcome

distribution. As with our test of equal QTEs, because we test an implication of the null of

43 The low impacts at the 5th percentile result in part from the fact that nearly 10 percent of the control
group scores zero on the entire Leblango EGRA while the 5th percentile scores in the two treatment arms
differ only marginally from zero. In one sense, this is a “floor” effect but in another sense it is not as the
test provides a clear indication that these students have learned very little about how to read Leblango after
three years. Note that the early parts of the test are very easy—getting a score of zero requires that students
are unable to recognize even a single letter of the alphabet.

44 We cite the working paper version of this paper because some misguided editor demanded that the
authors drop the test from the published version.
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interest rather than the null itself, rejection of the null of characteristic balance by outcome

quantile allows us to infer that rank preservation does not hold, but failure to reject does not

allow us to infer that it does hold. Of course, magnitudes matter as well as test statistics.

A mild statistical rejection of balance combined with relatively small substantive differences

could support an interpretation that rank preservation holds in some approximate sense (e.g.

with a rank correlation around 0.9).

Our implementation generally follows Djebbari and Smith (2008) who in turn followed

the original scheme in Bitler, Gelbach, and Hoynes (2005). First, we divide the outcome (i.e.

our 2016 endline Leblango reading score index) into quartiles separately by treatment arm.

The choice of quartiles, rather than, say, quintiles or deciles or halves, embodies a tradeoff

between fidelity to the null and the power of the test. Strictly speaking, the null concerns

covariate balance at specific quantiles of the outcome distribution. The test concerns balance

within intervals of quantiles because a test at a specific quantile would have no power.

Increasing the width of the test interval increases statistical power while at the same time

reducing the correspondence between the null implicit in the test and the null of covariate

balance at specific quantiles. Within each quartile, we regress 12 different covariates (baseline

test score, an indicator of missing baseline test score, student gender, student age, teacher

gender, teacher age, teacher experience, teacher education, school enrollment, pupil-teacher

ratio, PLE pass rate, number of teachers) on indicators for the two treatments, controlling

for stratification cell fixed effects.45 These coefficients on the treatment indicators represent

the quartile-specific mean differences in the covariate. Under rank preservation, they should

equal zero up to sampling variation.

We construct our bootstrap confidence intervals for the null of zero differences in two

steps. In the first step, we draw a bootstrap sample of schools with replacement from each

treatment arm. We combine these schools and then randomly reassign them to create a

faux control sample, a faux reduced-cost sample, and a faux full-cost sample, with the same

proportion of schools in each as in the original data. In the second step, we sample students

with replacement from the bootstrap sample schools. Using the resulting bootstrap sample

of students, we repeat the covariate balance regressions we performed on the original data

and save the estimates. We repeat this exercise 1,000 times, sort the resulting estimates, and

then use, for example, the 25th and 975th largest estimates as the bounds for the 95 percent

confidence interval.

Table 4 presents the results from this exercise. We easily reject rank preservation. At the

45 We modify the procedure in Bitler, Gelbach, and Hoynes (2005) by adding a step in which we subtract
off the overall average effect of each treatment (across all four quartiles) on the characteristic of interest.
This focuses the test on changes in ranks rather by removing the small amounts of imbalance that result
from sampling variation.

23



10 percent level, we reject the null in 14 out of 48 tests for the full-cost program, and 13 out

of 48 tests for the reduced-cost version. We would expect a total of about five rejections for

independent tests; our tests are not independent which implies that we should expect even

fewer rejections.46

A natural model that implies rank preservation assumes that test scores result from a

single underlying factor—call it “ability”—with observed scores in each treatment arm a

strictly increasing function of ability. Adding a bit of measurement error in the tests implies

that rank preservation holds only approximately, with the strength of the approximation

depending on the signal-to-noise ratio of the test. We can shed some additional light on

the plausibility of this model, and thus indirectly on the plausibility of rank preservation,

by examining test score transitions from baseline (start of P1) to endline (end of P3). For

example, under the single factor model without measurement error, students in a given

treatment arm in the top quartile of baseline scores should also end up in the top quartile of

endline scores. Again, adding some noise to the test makes this prediction an approximate

one, but we would want to see a relatively high transition probability, say 0.8 or 0.9, to

support an “approximate rank preservation” interpretation.

Figure 2 plots the test score transitions within treatment arm by quartile, though the

high fraction of students with zero baseline scores (because they have no background in

reading when they arrive at school) forces us to combine the bottom two quartiles. More

precisely, the figures show the probability of ending up in the upper quartile of the endline

score distribution conditional on the student’s quartile of the baseline score distribution.47

The figure reveals that, while students who start out in the top quartile do have a higher

probability of ending up in the top quartile within their treatment arm in all three arms,

their advantage is quite modest. The same finding holds for the third quartile. Overall, the

evidence in Figure 2 indicates either the failure of the one-factor model, a very noisy test,

or both. We have a high degree of faith in the EGRA as a measure of basic reading ability,

and so the latter theory seems unlikely.

The covariate balance at quantiles tests provide statistical evidence against rank preser-

vation, though the relatively modest magnitudes of the estimated imbalances would support

a view that rank preservation represents a rough approximation. The test score transition

graphs in Figure 2, though, dissuade us from adopting that view. Instead, we interpret

the QTEs solely as informing us about the effects of the NULP program variants on the

distribution of outcomes, not as indicative of effects on students at a specific quantile of the

46 Tests that omit the stratification cell fixed effects appear in Online Appendix Table 6. The qualitative
results do not change.

47 Note that Figure 2 uses only those students with non-missing values of baseline test scores.
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status quo test score distribution.

[Figure 2 about here.]

[Table 4 about here.]

7 Systematic treatment effect variation

Having provided strong evidence of meaningful essential heterogeneity in our context, and

having examined whether and what we can learn about that heterogeneity by considering

additional substantive assumptions in the form of MSI and rank preservation, we now in-

vestigate the extent to which the treatment effect heterogeneity we observe correlates with

observed covariates. We follow (some of) the literature in calling all of these variables “mod-

erators”.48 Moreover, we follow Djebbari and Smith (2008) in dividing the extant treatment

effect heterogeneity into a “systematic” component—the part that the moderators capture—

and an “idiosyncratic” component—the part that the moderators do not capture, while

keeping in mind that this division depends on the set of available candidate moderators.

Measuring and identifying systematic treatment effect heterogeneity adds value on several

dimensions.49 In the broader literature in education and labor economics, interest centers

on using knowledge about “what works for whom” to target interventions on those most

likely to benefit from them.50 In the context of the NULP intervention, such targeting

could only occur at the school or teacher level. Given the strong average effects of both

versions of the NULP program, learning about predictors of relatively low (or even negative)

treatment effects could also allow compensatory action within classrooms and could motivate

further study of particular aspects of program implementation, both with an eye towards

improving the treatment effects of those who presently benefit the least. Similarly, teachers

whose characteristics predict lower average treatment effects could receive further training

in program execution. Systematic variation may also shed light on how programs work, to

the extent that theory and/or existing evidence associate specific causal mechanisms with

specific moderators. Finally, in many contexts, policymakers care about particular groups

48 We do not examine mediators, which the literature defines as intermediate outcomes that reflect partic-
ular causal pathways. In a sense, though, our test score outcome itself represents a mediator on the path
to the adult outcomes that we really care about. Interpreted that way, we investigate moderators for our
mediator.

49 In addition to works cited elsewhere, on systematic heterogeneity see, e.g. Bitler, Gelbach, and Hoynes
(2017), Lee and Shaikh (2014), and Weiss, Bloom, and Brock (2014).

50 See, e.g. Berger, Black, and Smith (2001) in the context of active labor market programs.
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for broader reasons, as with girls or ethnic minorities in primary and secondary school in

much of the developing world.

7.1 Candidate Moderators

The design of the NULP evaluation did not have effect moderation as a primary goal. As a

result, we lack data on many plausible moderators—see Section 7.4 for our wish list—and

we lack the statistical power to detect modest but substantively meaningful moderators.51

We group the candidate moderators into three sets: student characteristics, teacher charac-

teristics, and school characteristics.

Theory and/or existing empirical evidence make the case for several of our candidate

moderators. For example, models of education production like those in Hanushek (1992)

and Todd and Wolpin (2003) often imply that the productivity of additional inputs depends

on previous investments (so-called “dynamic complementarity”), and extensive research has

shown that students’ initial levels of preparation matter a great deal for their learning gains

(Banerjee et al. 2016). This motivates our inclusion of baseline test scores. Claims that

starting school later improves school performance, as in Gladwell (2008), suggest including

student age among our candidate moderators. A large literature (mostly in the developed

world) surveyed in Hanushek and Rivkin (2010) finds that teacher experience predicts teacher

quality as measured by value-added. Buhl-Wiggers et al. (2018b) show that it does so for the

teachers in our study too. As demonstrated by Angrist and Lavy (1999), and many others,

at the school level, student-to-teacher ratios predict student learning. They also presumably

affect how well teachers can implement interventions.52 School size may capture economies

of scale.

Policy interest drives the inclusion of some other candidate moderators. There is con-

siderable demand for evidence on interventions that work well for girls—see, e.g. Evans and

Yuan (2019)—as well as evidence in Lim and Meer (2017) that assigning girls to female

teachers improves their test scores. These factors help motivate the inclusion of student

sex and teacher sex. Easily-used measures to guide the assignment of NULP to particular

schools (when funds do not allow universal implementation) would aid policymakers and

educational administrators. For this reason, we include the PLE pass rate as a candidate

moderator. Both administrators and parents commonly use it as a proxy for the quality of

Ugandan primary schools and it is routinely collected and thus readily available.

51 On this point see, e.g. Gelman (2018).
52 Indeed, the initial phase of the NULP experiment, conducted on a separate cohort of students in 2013,

imposed class-size restrictions (by requiring at least two teachers per grade) for exactly this reason (Kerwin
and Thornton 2020).

26



Finally, practical considerations also affect out choices regarding candidate moderators.

As noted above, we include an indicator for missing baseline test scores (and set missing

scores to zero) because a large fraction of our student sample has no baseline data. We

include teacher age and education levels because they strongly correlate with experience

and might otherwise act as omitted confounders. More broadly, we do not include every

potential moderator in the data in our set of candidate moderators. Instead, we omit many

potential variables (ranging from the composition of students’ households to teacher income)

on a priori grounds in order to avoid over-fitting and conserve degrees of freedom in the

conventional approach, and to avoid computational burden in the machine learning analysis.53

One important criterion for these a priori omissions concerns item non-response; with the

exception of baseline test scores, we only included variables with valid values for a large

fraction of students in the study so that we could keep the sample size up without adding

additional indicators for missing values.

7.2 Conventional estimates of systematic variation

7.2.1 Introduction

What we call the conventional approach simply takes some available moderators and includes

them in the experimental impact linear regression model both as main effects and interacted

with the treatment indicators. Depending on the available sample size and the size and

nature of the set of candidate moderators, the set of included moderators may include all

available candidate moderators, or some subset chosen in an ad hoc manner to avoid multi-

collinearity and/or over-fitting and/or concerns about multiple hypothesis testing. We can

write the resulting linear model as

Yisc = βFCFCs+βRCRCs+
J∑

j=1

[βj
FCFCisX

j
i +βj

RCRCisX
j
i ]+γjXj

i ]+βY Yi,P1+βDDi+αc+εisc

(7)

As above, Yisc denotes the outcome variable for student i in school s and in stratification

cell c. FCs and RCs indicate assignment to the full-cost or reduced-cost treatment arm,

respectively, with associated coefficients βFC and βRC . We let Xj
i denote the value of mod-

erator j ∈ 1, . . . , J for student i, and we de-mean all the moderators prior to inclusion so

53 We assess the underlying dimensionality of our set of candidate moderators via a principal components
analysis. The results, shown in Online Appendix Table 7, reveal that the moderators do not, for the most
part, measure overlapping constructs. Indeed, the most important component explains just 17% of the
overall variance.
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that βFC and βRC retain their interpretation as estimates of the average treatment effect.

We include baseline scores Y(i,P1) (and an indicator for missing baseline scores) among the

moderators in (7). The coefficients βj
FC and βj

RC indicate the conditional expected change in

the relevant treatment effect for a one-unit change in the moderator, while γj indicates the

conditional expected change in the untreated outcome for a one-unit change in moderator j.

Of course, while we randomly assigned the NULP treatments, we did not randomly assign

the moderators. This immediately implies no causal interpretation of the γj without some

explicit argument for an alternative source of identification—as in any non-experimental

analysis. Though you would not know it from reading most moderation analyses using ex-

perimental data, the same point applies to the βj
FC and βj

RC . For example, if X1
i indicates

female rather than male students, a substantively large, positive, and statistically significant

coefficient could imply that the treatment effect of NULP increases with some student char-

acteristic that female students have more of than male students (and that does not appear

among the remaining moderators) rather than that being female causes a higher treatment

effect. We interpret our estimates accordingly, both here and in Section 7.3; see e.g. Hotz,

Imbens, and Mortimer (2005) for further discussion. Finally, αc is a treatment stratification

cell fixed effect and, as always, εisc is a mean-zero term that captures the effects of all omit-

ted determinants of test scores. We cluster the standard errors at the school level given the

school-level treatment assignment.

7.2.2 Findings

In Table 5 we present the results of the conventional analysis of systematic treatment effect

heterogeneity. Column (1) presents the base model without moderators—i.e. the same

model as in column (4) of Table 1. We then present, in turn, specifications that interact the

treatment indicator with student characteristics in column (2), with teacher characteristics

in column (3), and with school characteristics in column (4). Column (5), our preferred

specification, includes all three sets of candidate moderators.

We find only limited evidence of systematic variation in treatment effects. We do see that

students with missing baseline scores tend to have smaller treatment effects, as do students

in schools with more teachers. Presumably neither represents a causal moderation effect but

instead both represent proxies for other aspects of the student, in the case of the missing

baseline scores, and of the school, in the case of more teachers. Consistent with the limited

predictive power of these interaction terms, the adjusted R-squared barely budges when we

add them all to the model in column (5), rising from 0.170 to 0.188, or by about 10 percent.

As an alternative metric for the success of our candidate moderators at capturing sys-

tematic treatment effect variation within the context of the linear model in (7), we examine
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the extent to which removing the variation they capture reduces the FH lower bound on the

impact variance. We do this by generating adjusted versions of the outcome variable that

subtract off the estimated interaction terms in (7), so that:

Ỹisc = Yisc −
J∑

j=1

[β̂j
FCFCisX

j
i + β̂j

RCRCisX
j
i ] (8)

We then reconstruct the FH bounds as above but using Ỹisc as the outcome variable in

place of Yisc Online Appendix Table 8 show the results. This metric confirms the message

from Table 5: the new FH lower bounds on the impact standard deviation equal 1.08 SDs for

the full-cost program and 0.66 from the reduced-cost program. In both cases these represent

slight increases from the original values in Table 2, presumably due to noise introduced by

the imprecision of the coefficient estimates on the interaction terms in (7).

[Table 5 about here.]

7.3 Machine-learning estimates of systematic variation

7.3.1 Introduction

Given the limited success of the conventional approach to capturing systematic treatment

effect heterogeneity, we turn to an alternative approach based on algorithmic model selection

or, as the young people say, Machine Learning (ML).54 Algorithmic model selection has a

long history in statistics; for example, Linhart and Zucchini (1986) review the large literature

already in place over three decades ago.55 Economists of that era tended to mock early ML

methods like stepwise regression as delegating the thinking to the computer; a (largely)

generational shift in attitudes away from that view has coincided with the rising prominence

of ML in economics as documented in, e.g. Athey (2019).

ML has several advantages for the examination of systematic treatment effect hetero-

geneity relative to the conventional approach we applied in Section 7.2. First, it allows for

an exhaustive model search across a space defined by the researcher. Second, it reduces

the number of what Simmons, Nelson, and Simonsohn (2011) call “researcher degrees of

freedom”; by automating the model-selection process, ML methods tie researchers’ hands

54 Old people think “ML” denotes “Maximum Likelihood”.
55 Even some “modern” machine learning methods go back farther than one might think from reading

the current literature. To pick two examples familiar to us: Heckman et al. (1998) use Classification and
Regression Tree (CART) methods and Black and Smith (2004) apply cross-validation in model selection.

29



and prevent them from “cherry picking” results they like. Third, newer ML methods ad-

dress problems related to over-fitting and post-model-selection inference.56,57 Despite these

advantages, ML methods cannot improve on the set of available candidate moderators. In

the context of systematic treatment effect variation, this means that ML methods can help

locate moderators out of an existing list of variables and can (depending on the method

and on the researcher’s inputs) find important non-linearities and interactions among the

candidate moderators.58

The literature offers two broad categories of ML techniques for systematizing treatment

effect heterogeneity.59 The first builds on the Least Absolute Selection and Shrinkage Oper-

ator (LASSO) estimator, which adds a penalty function in the sum of the absolute values of

the coefficient estimates to the standard Ordinary Least Squares (OLS) objective function.

Relative to OLS, the regularization implicit in the LASSO pushes coefficients toward zero,

which avoids over-fitting in contexts with many candidate moderators.60 See, e.g., Chen et al.

(2017), Imai and Ratkovic (2013), Knaus, Lechner, and Strittmatter (2020), and Tian et al.

(2014), for more detail on the LASSO and empirical applications in different substantive

domains.

The second (“arboreal”) category comprises variants of moderator selection algorithms

based on regression trees. In this context, regression trees build on the intuitive idea of

splitting the sample based on the values of particular moderators according to some criterion

related to the amount of treatment effect heterogeneity obtained. For example, the algorithm

might split our sample based on treatment-control difference in endline score by whether the

baseline test score was above and below the median. A sequence of repeated splits forms a

regression tree, wherein each leaf contains observations with a unique set of choices at the

splits that define that tree. A set of such trees, with the order of the candidate moderators

used to perform the splits randomized among the trees, constitutes a random forest. See,

e.g., Wager and Athey (2018), Davis and Heller (2017), Foster, Taylor, and Ruberg (2011),

Green and Kern (2012), and Hill (2011), and Hill and Su (2013).

56 Guggenberger (2010) describes a similar post-model-selection inference problem in using a Durbin-Wu-
Hausman test to choose whether to report OLS or IV estimates.

57 Though not relevant in our setting, modern machine learning techniques also make easy work of situa-
tions with more candidate moderators (or, more generally, predictors) than observations. The conventional
approach has no way to deal with such situations other than ruling out many candidate moderators on a
priori grounds.

58 Indeed, many researchers seem to have an astounding degree of optimism regarding the existence of
heretofore undiscovered and substantively important third- and fourth-order interactions among moderators.

59 James et al. (2017) provide an excellent textbook treatment of ML methods.
60 Philosophically, one can either think of a world with many true zero coefficients (a world of “sparsity”

in the jargon of ML), which the LASSO aims to find, or a world with many small but non-zero coefficients,
which the LASSO approximates with zeros in finite samples. Though we have no real way to tell in which
world we reside, it turns out to matter for the asymptotic theory.
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We focus on LASSO-type methods in this paper for comparability to the conventional

approach, which relies on linear regressions. In particular, we implement the method in

Knaus, Lechner, and Strittmatter [hereinafter KLS] (2020), which struck us as particularly

thoughtful.

7.3.2 Details of the machine-learning algorithm

The KLS (2020) approach combines the Modified Covariate Method (MCM) with the LASSO.

MCM removes the main effects so that the LASSO implicitly considers only the interactions

between the treatments and the moderators. We hand the LASSO the treatment indicators,

plus the moderators described in Section 7.1. For comparison, we compare two covariate

sets based on our candidate moderators. One, the “full” covariate set, includes the natural

log and a fourth order polynomial of each (continuous) candidate moderator as well as all

possible first-order interactions, and another (the “restricted” covariate set) omits the logs

as well as the higher order terms and the interactions.61 We choose the penalty parameter

for the LASSO by 10-fold cross-validation to minimize post-LASSO mean-squared error.62

Following KLS (2020), we conduct “honest” inference by splitting the sample in half at ran-

dom, selecting the model on one half of the sample, and using the remaining half to estimate

the treatment effects. Following the literature, we do this for 30 random splits of the sample

and then, rather than averaging, we describe the overall patterns of estimates that emerge

from the exercise.

7.3.3 Findings

Table 6 presents estimates from the specifications chosen by the LASSO for two of the 30

random sample splits for the full covariate set, in columns (1) and (2), and for the restricted

set, in columns (3) and (4). For each covariate set, we present the two specifications with

the median adjusted R-squared values. The restricted covariate set specifications reveal

several patterns of interest: First, the LASSO drops many variables, but not that many.

Of the 24 interactions between the full-cost and reduced-cost indicators and the candidate

moderators included in the conventional model in Table 5, the specification in column (3)

and (4) keep 15—more than we expected given the mushy findings in Table 5. Second, for

both specifications, dropping nine variables reduces the adjusted R-squared only marginally,

from 0.188 to 0.186, as the LASSO focuses attention on stronger predictors of treatment

effects. Third, the coefficients on many of the variables kept by the LASSO do not obtain

61 For the full covariate set model we discretize the baseline test score in order to avoid extreme outliers
associated with higher order polynomial terms.

62 Online Appendix Table 9 shows the values chosen for each sample split.
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traditional levels of statistical significance; the LASSO objective function differs from that

of other algorithms such as stepwise regression. Fourth, of the variables attaining statistical

significance in Table 5, both the column (3) and column (4) specifications retain the missing

baseline test score moderator for the full-cost program while neither retains the number of

teachers as a moderator for the reduced-cost program. Finally, as one would expect from

our moderate sample sizes and the non-trivial correlations among the candidate moderators,

the LASSO retains somewhat different moderators in the two sample splits. The right-hand

column of Table 7 presents a “league table” with the top 20 candidate moderators in order

by the number of sample splits in which they find favor with the LASSO.

Comparing the specifications for the full covariate set to those for the restricted covariate

set in Table 6 yields some additional findings. First, the additional covariates matter in

the sense that they noticeably increase the median adjusted R-squared, from 0.186 to 0.213.

Second, many of the simple treatment-moderator interactions kept by the LASSO in the

case of the reduced covariate set get dropped by the LASSO in the full covariate set in favor

of more complicated interactions involving more than one moderator. Third, the LASSO

does not retain a single cubic or quartic term in any of the continuous moderators in these

specifications (though a couple of cubic terms do get retained in most other sample splits).

Fourth, despite the support for it in the literature, none of the 30 sample splits provoke the

LASSO to retain the interaction between the sex of the student and the sex of the teacher.

Finally, it bears repeating that which variables get retained varies among the sample splits;

the reader should take most seriously those interactions that end up near the top of the

rankings in Table 7.

Given the complexities of the patterns in the selected predictors across models, we follow

KLS (2020) and focus on the patterns of Conditional Average Treatment Effects (CATEs)

across all 30 sample splits. The estimated CATE for each unit from a given sample split

equals the predicted treatment effect based on the parameter estimates from the specifica-

tion selected by the LASSO for that split—essentially a predicted value from the analogue

of equation (7) for a given specification. We then average the CATEs for each student over

the 30 sample splits to produce what we call ACATEs (i.e. “aggregated” CATEs, follow-

ing KLS (2020)), and examine how they vary across students and correlate with student

characteristics.

Figure 3 plots kernel densities of the estimated ACATEs for the full covariate set for

both the full- and reduced-cost programs; Online Appendix Figure 1 does the same for the

restricted covariate set.63 Online Appendix Table 10 provides the corresponding descriptive

63 We do not “shrink” the estimates to account for sampling variation; at the same time, averaging over
30 CATEs limits the sampling variation they contain.
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statistics. In Figure 3, we find a much higher variance for the full-cost program than for the

reduced-cost program; both distributions center near the corresponding ATE. Not surpris-

ingly, we also obtain substantially more variable ACATEs from the full covariate set than

from the restricted covariate set.64 Despite all this variation in the ACATEs, subtracting

them from the outcomes as in equation (8) and repeating the FH bounding exercise again

barely moves the estimated lower bound on the impact variation, which declines from 1.066

to 1.021 (about four percent) for the full-cost program and rises from 0.642 to 0.648 for the

reduced-cost program (Online Appendix Table 11).65

Figure 4 illustrates how the ACATEs vary with a subset of our moderators. We split

each variable into “high” and “low” ranges where “high” denotes above the median for

continuous variables and a value of one for indicators; “low” is the complement of “high”.

Some interesting differences emerge—for example, teachers with more years of education

produce lower CATEs for the full-cost treatment—but few attain statistical significance.

The noteworthy exceptions arise for the full-cost program: baseline test scores correlate

positively with ACATEs while the indicator for a missing baseline scores correlates negatively

with them.

Table 8 does the reverse of Figure 4 and examines the mean value of particular moderators

conditional on the sign of the ACATE. We find many statistically meaningful differences:

students with positive ACATEs have higher test scores, are more likely to have a male

teacher, and are more likely to have an inexperienced teacher. For the full-cost program,

students with positive ACATEs are more likely to be male; for the reduced-cost version they

are in schools with more pupils per teacher.66

[Figure 3 about here.]

[Figure 4 about here.]

[Table 6 about here.]

64 Online Appendix Figure 2 shows the estimated density of the ACATEs if we do not discretize the baseline
test scores. Individual students with very high and low CATEs due to the inclusion of quadratic and higher-
order terms in the baseline test score as a moderator in particular specifications drive the long upper and
lower tails.

65 This small increase again reflects a combination of the limited explanatory power of the moderators and
sampling variation.

66 The apparent inconsistency between Figure 4 and Table 8 results from differences in the nature and
extent of the underlying conditional variation. Underlying Figure 4, we have considerable variation in the
ACATEs conditional on the value of specific moderators. Conversely, holding the ACATEs fixed leaves
relatively little variation in specific moderators. This pattern is partly mechanical in the sense that the
ACATEs can and do vary widely while many of the specific moderators have a low, bounded variance.
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[Table 7 about here.]

[Table 8 about here.]

[Table 9 about here.]

7.4 Could “better data help a lot”?

The overarching conclusion from the analyses in the two preceding sections is surely that

we do a very poor job indeed of converting the treatment effect heterogeneity we know

exists from the FH bounds into systematic heterogeneity. Instead, but for a tiny fraction, it

remains stubbornly idiosyncratic. We see two broad potential conclusions from this finding,

one pessimistic and one optimistic. The pessimistic one sees the heterogeneity as practically

irreducible, i.e. that the important moderators lie outside the bounds of what social scientists

can effectively measure at scale. The (relatively) optimistic one sees it as a pointed reminder

that we (and by “we” we mean the literature in general, not just our study) have not really

pushed that hard on either the theory or the measurement of effect moderation in the context

of educational interventions, especially in a developing country context. At the margin, more

effort on theory and data collection related to moderators might have a substantially higher

knowledge payoff than the same amount of time and effort devoted to developing the 12,343rd

tweak of the LASSO.

To distinguish between these two views, future research on related interventions should

collect data on new and different moderators. One way to come up with new moderators

builds on what little we already do know. We find, and others find, that baseline test scores

predict treatment effects. Collecting additional baseline exam scores, or more measures of

baseline cognitive skills in general, could reduce the error and/or increase the dimensionality

with which we measure the underlying construct of student ability. The fact that the LASSO

quite often retains moderators that include school-wide student counts and multi-grade-level

pupil-teacher numbers implies that actual class sizes—which are not available on a consistent

basis in our sample—merit examination. Along similar lines, the presence of third-grade

teacher characteristics among the commonly retained candidate moderators signals the value

of looking at the characteristics of teachers from earlier grades and of collecting additional

characteristics (e.g. test scores, soft skills) for all teachers.

Another way of thinking about useful moderators imagines Holmesian “dogs that didn’t

bark”: sets of variables completely absent from our current data. A leading candidate is

students’ non-cognitive skills, e.g. the sorts of “soft skills” considered by Heckman and
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Kautz (2012). We also lack data on family characteristics such as parental education or

books in the house, on parental investments prior to the initiation of schooling, and on

pre-natal (or even post-natal) environmental exposures. Along similar lines, we have no

direct measures of pre-intervention teaching quality, such as a value-added score or head

teacher evaluation. Buhl-Wiggers et al. (2018b) show that the NULP program shifts the

distribution of teacher value-added, suggesting potentially important interactions between

teacher quality and the program’s effects.

While all the moderators on our list lie well within the capacities of social science mea-

surement, they do not, unlike nearly all of our current candidates, commonly appear in

administrative data systems, particularly in a developing country context. We do not expect

such systems to capture non-cognitive skills or teacher value-added anytime soon, let alone

parental characteristics or early childhood investments and shocks. Thus, the knowledge

gained from studying these additional moderators will likely not have much immediate value

for the day-to-day implementation of interventions like NULP. More broadly, these and other

potential moderators might well perform no better than our actual ones, in which case un-

certainty about the student-specific effects of education interventions may simply be a fact

of life.

8 Conclusion

Using data from a randomized evaluation of a highly effective literacy program in 128 primary

schools in northern Uganda, we show that the program’s effects vary widely across students.

We resoundingly reject the null hypothesis of equal student-level effects. For the full-cost

version of the program, the FH lower bound on the impact standard deviation exceeds 1.0

SD of our endline Leblango reading test score index. This implies that the variation in gains

within this program is larger than the difference in the mean effects across the two versions

implemented in our study. Indeed, there is more variation in student-level gains within this

one program than in the mean treatment effects of all developing-country primary education

programs ever studied in randomized trials. At the same time, the full-cost program’s average

gain of 1.4 SDs masks the fact that, assuming normally distributed treatment effects, at least

29% of students experience a gain of more than 2 SDs, while the program makes more than

10% worse off.

Who exactly benefits from the intervention, and who gets left behind? We use var-

ious techniques to try to answer this question, with remarkably little success. Imposing

a stochastic increasingness assumption as in FL (2020) concentrates any possible negative

mean effects at the upper end of the outcome distribution but otherwise delivers disappoint-
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ingly wide bounds on the expected effects for students at particular quantiles. Traditional

quantile treatment effect estimates imply much bigger increases at the top of the distribution

than at the bottom—but we can easily reject the assumption of rank preservation, and thus

our QTEs do not tell us about the gains for students at a given quantile of the status quo

distribution. Finally, both our conventional linear moderation analysis and our application

of modern ML methods fail to induce our set of available moderators to explain much of the

underlying variation in impacts.

Our results leave unanswered the question of exactly why this intervention leaves some

children behind. Following Pritchett and Beatty (2015), one candidate explanation argues

that instructional methods should better reflect student ability levels.67 Even though the

NULP model begins with the basics of reading and intentionally goes slower than the status

quo literacy lessons, it may still move too quickly for some students. In particular, given

that this program begins upon students’ entry into the school system, certain students

could lack foundational skills needed for literacy acquisition. This line of reasoning suggests

that tracking students by ability might add value even in the context of a program whose

untracked version has large average effects.68

We draw three major conclusions from our findings. First, identifying interventions

that work on average will not fully address the “learning crisis” in developing countries.

Discussions of the learning crisis emphasize that even though school enrollments have risen

in the developing world, many students end up learning nothing (World Bank 2018). We

find exactly this pattern in the highly effective intervention we study in this paper. Whether

such interventions represent good public policy, however, rests on the shape of the returns

to education and also on normative judgments. If education exhibits convex returns, then

the best investments may boost the upper end of the performance distribution—as our

quantile treatment effects analyses show happens with the NULP. Even in that case, ethical

or political conditions may push against running education systems in ways that help some

students while leaving others behind.

Second, we find clear evidence of statistically and substantively meaningful variation in

the treatment effects for yet another program category in yet another context. Nonetheless,

despite several decades of evidence, reporting basic non-parametric estimates of the lower

bound on the variation in treatment effects remains rare in program evaluations. In our

view, reporting these bounds should become standard practice for future randomized trials

67 This idea sits at the core of the “Teaching at the Right Level” program in Banerjee et al. (2016); the
US-based Response to Intervention method also targets interventions by student performance levels; see, e.g.
Mesmer and Mesmer (2008).

68 Duflo, Dupas, and Kremer (2011) provide an example of the effectiveness of tracking in a developing
country.
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in education as well as other domains. Furthermore, studies that examine systematic treat-

ment effect heterogeneity should report how the lower bound changes when the estimated

systematic heterogeneity is removed.

Third, our set of “usual suspects” moderators capture very little in the way of systematic

treatment effect heterogeneity, even when exploited by a state-of-the art ML algorithm.

While we attribute some part of this failure to our modest sample size, we assign the bulk

of it to a general failure in the literature to push forward with the applied theory of effect

moderation in education interventions and with the measurement of existing but heretofore

unexamined potential moderators. We think that better data would yield higher returns at

the margin than further refinements to existing ML methods.
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Höffding, W. (1940). “Masstabinvariante Korrelationsmasse für Diskontinuierliche Verteilun-

gen.” Arkiv für Matematischen Wirtschaften and Sozialforschung 7, pp. 49–70.

Hotz, V. Joseph, Guido W. Imbens, and Julie H. Mortimer (2005). “Predicting the Efficacy

of Future Training Programs Using Past Experiences at Other Locations”. Journal of

Econometrics 125.1, pp. 241–270.

Imai, Kosuke and Marc Ratkovic (2013). “Estimating Treatment Effect Heterogeneity in

Randomized Program Evaluation”. The Annals of Applied Statistics 7.1, pp. 443–470.

Jackson, Kirabo and Alexey Makarin (2018). “Can Online Off-the-Shelf Lessons Improve

Student Outcomes? Evidence from a Field Experiment”. American Economic Journal:

Economic Policy 10.3, pp. 226–254. issn: 1945-7731. doi: 10.1257/pol.20170211.

James, Gareth, Daniela Witten, Trevor Hastie, and Robert Tibshirani (2017). An Introduc-

tion to Statistical Learning. 8th. Springer. isbn: 978-1-4614-7137-0.

42

https://doi.org/10.2307/2971729
https://doi.org/10.1016/j.labeco.2012.05.014
https://doi.org/10.1016/j.labeco.2012.05.014
https://doi.org/10.2307/2999630
https://doi.org/10.2307/2999630
https://doi.org/10.1257/pol.20170211


Kayabwe, Samuel, Rehemah Nabacwa, Joseph Eilor, and Rosemary Waya Mugeni (2014).

The Use and Usefulness of School Grants: Lessons from Uganda. IIEP Country Notes.

Paris, France: International Institute for Educational Planning.

Kerwin, Jason T. and Rebecca L. Thornton (2020). “Making the Grade: The Sensitivity of

Education Program Effectiveness to Input Choices and Outcome Measures”. The Review

of Economics and Statistics, pp. 1–45. issn: 0034-6535. doi: 10.1162/rest_a_00911.

Knaus, Michael C., Michael Lechner, and Anthony Strittmatter (2020). “Heterogeneous Em-

ployment Effects of Job Search Programmes: A Machine Learning Approach”. Journal

of Human Resources, 0718–9615R1. issn: 0022-166X, 1548-8004. doi: 10.3368/jhr.57.

2.0718-9615R1.

Koenker, Roger and Gilbert Bassett (1978). “Regression Quantiles”. Econometrica 46.1,

pp. 33–50.

Koenker, Roger and Yannis Bilias (2002). “Quantile Regression for Duration Data: A Reap-

praisal of the Pennsylvania Reemployment Bonus Experiments”. Economic Applications

of Quantile Regression. Springer, pp. 199–220.

Kremer, Michael, Conner Brannen, and Rachel Glennerster (2013). “The Challenge of Edu-

cation and Learning in the Developing World”. Science 340.6130, pp. 297–300.

Krishnaratne, Shari, Howard White, and Ella Carpenter (2013). Quality Education for All

Children? What Works in Education in Developing Countries. Working Paper 20. New

Delhi: International Initiative for Impact Evaluation (3ie).

Lee, Soohyung and Azeem M. Shaikh (2014). “Multiple Testing and Heterogeneous Treat-

ment Effects: Re-Evaluating the Effect of Progresa on School Enrollment: Heterogeneous

Treatment Effects”. Journal of Applied Econometrics 29.4, pp. 612–626. issn: 08837252.

doi: 10.1002/jae.2327.

Lehmann, Erich Leo and Howard J. D’Abrera (1975). Nonparametrics: Statistical Methods

Based on Ranks. Holden-Day.

Lim, Jaegeum and Jonathan Meer (2017). “The Impact of Teacher–Student Gender Matches

Random Assignment Evidence from South Korea”. Journal of Human Resources 52.4,

pp. 979–997. issn: 0022-166X, 1548-8004. doi: 10.3368/jhr.52.4.1215-7585R1.

Lin, Winston (2013). “Agnostic Notes on Regression Adjustments to Experimental Data:

Reexamining Freedman’s Critique”. Annals of Applied Statistics 7.1, pp. 295–318. issn:

1932-6157, 1941-7330. doi: 10.1214/12-AOAS583.

Linhart, H. and W. Zucchini (1986). Model Selection. New York: Wiley. 301 pp. isbn: 978-

0-471-83722-0.

43

https://doi.org/10.1162/rest_a_00911
https://doi.org/10.3368/jhr.57.2.0718-9615R1
https://doi.org/10.3368/jhr.57.2.0718-9615R1
https://doi.org/10.1002/jae.2327
https://doi.org/10.3368/jhr.52.4.1215-7585R1
https://doi.org/10.1214/12-AOAS583


McEwan, Patrick J. (2015). “Improving Learning in Primary Schools of Developing Coun-

tries: A Meta-Analysis of Randomized Experiments”. Review of Educational Research

85.3, pp. 353–394.

Mesmer, Eric M. and Heidi Anne E. Mesmer (2008). “Response to Intervention (RTI): What

Teachers of Reading Need to Know”. The Reading Teacher 62.4, pp. 280–290. issn: 1936-

2714. doi: 10.1598/RT.62.4.1.

Ministry of Education and Sports (2016). Uganda Educational Statistical Abstract. Kampala,

Uganda.

Murnane, Richard J. and Alejandro J. Ganimian (2014). Improving Educational Outcomes

in Developing Countries: Lessons from Rigorous Evaluations. Harvard University Open-

Scholar.

Piper, Benjamin (2010). Uganda Early Grade Reading Assessment Findings Report: Literacy

Acquisition and Mother Tongue. Research Triangle Institute.

Piper, Benjamin, Stephanie S. Zuilkowski, and Salome Ong’ele (2016). “Implementing Mother

Tongue Instruction in the Real World: Results from a Medium-Scale Randomized Con-

trolled Trial in Kenya”. Comparative Education Review 60.4, pp. 776–807. issn: 0010-

4086. doi: 10.1086/688493.

Piper, Benjamin, Stephanie Simmons Zuilkowski, Dunston Kwayumba, and Arbogast Oyanga

(2018). “Examining the Secondary Effects of Mother-Tongue Literacy Instruction in

Kenya: Impacts on Student Learning in English, Kiswahili, and Mathematics”. Inter-

national Journal of Educational Development 59, pp. 110–127. issn: 0738-0593. doi:

10.1016/j.ijedudev.2017.10.002.

Pritchett, Lant and Amanda Beatty (2015). “Slow Down, You’re Going Too Fast: Matching

Curricula to Student Skill Levels”. International Journal of Educational Development 40,

pp. 276–288. issn: 0738-0593. doi: 10.1016/j.ijedudev.2014.11.013.

Read, T. and S. Enyutu (2005). Road Map for the Implementation of the Curriculum Reforms

Recommended by the Primary Curriculum Review Report and Approved by the Ministry

of Education and Sports. Final revised version. Kampala.

Rossell, Christine H. and Keith Baker (1996). “The Educational Effectiveness of Bilingual

Education”. Research in the Teaching of English 30.1, pp. 7–74. issn: 0034-527X.

RTI International (2009). Early Grade Reading Assessment Toolkit. World Bank Office of

Human Development.

Rudalevige, Andrew (2003). “The Politics of No Child Left Behind”. Education Next 3.4,

pp. 63–69.

Simmons, Joseph P., Leif D. Nelson, and Uri Simonsohn (2011). “False-Positive Psychology

Undisclosed Flexibility in Data Collection and Analysis Allows Presenting Anything as

44

https://doi.org/10.1598/RT.62.4.1
https://doi.org/10.1086/688493
https://doi.org/10.1016/j.ijedudev.2017.10.002
https://doi.org/10.1016/j.ijedudev.2014.11.013


Significant”. Psychological Science 22.11, pp. 1359–1366. issn: 0956-7976, 1467-9280. doi:

10.1177/0956797611417632.

Smits, Jeron, Janine Huisman, and Karine Kruijff (2008). Home Language and Education

in the Developing World. Background paper prepared for the Education for All Global

Monitoring Report 2009 2009/ED/EFA/MRT/PI/21. UNESCO.

Ssentanda, Medadi (2013). “Thematic Curriculum and Mother Tongue Education in Uganda:

Discrepancies Between De Jure and De Facto Language-in-Education Policy”. Multidisci-

plinary Approaches in Language Policy and Planning Conference. University of Calgary.
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Tables

Table 1
Average Treatment Effects

(1) (2) (3) (4)

Full-cost 1.444*** 1.401*** 1.526*** 1.396***
(0.136) (0.116) (0.125) (0.116)

Reduced-cost 0.795*** 0.738*** 0.794*** 0.738***
(0.103) (0.109) (0.116) (0.108)

Baseline Test Score 0.387***
(0.060)

1(BL Missing) -0.126**
(0.051)

Raw Baseline Test Score 0.395***
(0.063)

Observations 4,868 4,868 2,395 4,868

R-squared 0.125 0.166 0.219 0.179
Adj-R-Squared 0.124 0.158 0.203 0.170
Group*Year*Cohort FE Yes Yes Yes

Notes: Columns (1), (2), and (4) use the main analysis sample. Column (3) uses

the subset of the main analysis sample with non-missing baseline test score index.

Outcome is the Leblango reading test score index, standardized with respect

to the control group. Heteroskedasticity-robust standard errors, clustered by

schools, in parentheses. ∗p < 0.1; ∗ ∗ p < 0.05; ∗ ∗ ∗p < 0.01.
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Table 2
Fréchet-Höffding Bounds

Full-cost Program Reduced-cost Program

Rank Rank Rank Rank
Preservation Inversion Preservation Inversion

(1) (2) (3) (4)

Percentiles under control status
5th 0.034 5.631 0.034 4.553

(0.006) (0.104) (0.006) (0.120)
25th 0.386 3.318 0.205 2.199

(0.056) (0.167) (0.025) (0.137)
50th 1.333 1.333 0.619 0.619

(0.173) (0.173) (0.094) (0.094)
75th 2.577 -0.355 1.458 -0.536

(0.188) (0.104) (0.166) (0.092)
95th 2.964 -2.633 1.886 -2.633

(0.196) (0.162) (0.190) (0.162)

Impact Standard Deviation 1.066 2.615 0.642 2.218
(0.023) (0.016) (0.020) (0.011)

Outcome Correlation 0.932 -0.655 0.975 -0.577
(0.014) (0.023) (0.009) (0.017)

Fraction Positive 0.980 0.697 0.980 0.646
(0.005) (0.015) (0.006) (0.017)

Notes: Estimates use the main analysis sample. Table presents Fréchet-Höffding bounds of the

EGRA Leblango test score distribution, computed as described in Section 5.2. Standard errors

computed using 1000 bootstrap replications.
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Table 3
Frandsen and Lefgren Bounds on Treatment Effects by Percentile

Full-cost Program Reduced-cost Program
Lower Bound Upper Bound Lower Bound Upper Bound

(1) (2) (3) (4)

Percentiles under control status
5th 0.195 2.652 0.163 1.919

(0.057) (0.057) (0.065) (0.047)
25th 0.307 3.015 0.183 2.160

(0.029) (0.071) (0.039) (0.058)
50th 0.565 3.774 0.263 2.732

(0.049) (0.092) (0.030) (0.083)
75th 0.600 4.269 0.085 3.140

(0.052) (0.104) (0.032) (0.100)
95th -0.573 4.246 -1.193 3.233

(0.050) (0.164) (0.039) (0.185)

Notes: Estimates use the main analysis sample. School-clustered bootstrap standard errors computed

using 100 replications in parentheses.
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Table 4
Tests of Covariate Balance by Endline Test Score Quartile

Full-Cost Reduced-Cost

0-25th Perc. 25-50th Perc. 50-75th Perc. 75-100th Perc. 0-25th Perc. 25-50th Perc. 50-75th Perc. 75-100th Perc.

(1) (2) (3) (4) (5) (6) (7) (8)

Baseline Test Score -0.008 -0.005 0.021 0.008 -0.015 0.019 -0.008 0.030
[-0.028;0.030] [-0.032;0.036] [-0.041;0.040] [-0.081;0.075] [-0.029;0.031] [-0.034;0.032] [-0.039;0.042] [-0.079;0.072]

1(BL Missing) 0.002 -0.065* 0.043 0.040 0.024 -0.079** 0.016 0.037
[-0.056;0.057] [-0.057;0.058] [-0.060;0.059] [-0.056;0.061] [-0.055;0.051] [-0.056;0.062] [-0.056;0.060] [-0.053;0.057]

1(Student Male) 0.028 -0.054 -0.027 0.043 0.077** -0.018 -0.076** 0.053
[-0.063;0.060] [-0.063;0.058] [-0.056;0.057] [-0.057;0.059] [-0.057;0.059] [-0.063;0.058] [-0.058;0.054] [-0.054;0.055]

Student’s Age -0.025 -0.114 0.179** -0.046 0.002 -0.131 0.107 -0.018
[-0.141;0.140] [-0.147;0.140] [-0.144;0.121] [-0.127;0.116] [-0.141;0.142] [-0.135;0.128] [-0.130;0.123] [-0.118;0.118]

1(Male Teacher) -0.091*** -0.024 0.012 0.048** -0.002 -0.004 -0.035 0.005
[-0.039;0.038] [-0.039;0.042] [-0.044;0.040] [-0.036;0.035] [-0.036;0.040] [-0.038;0.042] [-0.042;0.042] [-0.035;0.034]

Teacher’s Age -1.077*** 0.216 -0.048 0.549* -2.470*** 0.024 0.729* 0.289
[-0.611;0.635] [-0.657;0.681] [-0.656;0.662] [-0.557;0.540] [-0.605;0.577] [-0.638;0.659] [-0.637;0.637] [-0.540;0.553]

Teacher’s Experience 0.063 -0.090 -0.269 -0.310 -0.974*** -0.120 0.507 -0.334
[-0.557;0.536] [-0.542;0.541] [-0.536;0.591] [-0.503;0.486] [-0.540;0.524] [-0.524;0.532] [-0.542;0.578] [-0.508;0.472]

Years of Education -0.145*** 0.027 0.013 0.116** -0.081 0.013 0.098 -0.031
[-0.086;0.079] [-0.101;0.098] [-0.100;0.098] [-0.096;0.097] [-0.081;0.082] [-0.103;0.104] [-0.092;0.104] [-0.098;0.095]

School’s Enrollment -5.341 -9.405 -4.079 -5.977 17.772** 4.160 -1.445 -16.225*
[-15.418;14.343] [-17.243;16.805] [-17.296;17.480] [-15.159;13.392] [-15.175;14.185] [-16.598;18.389] [-19.085;16.757] [-15.007;14.078]

Pupil-Teacher-Ratio 1.769** 0.767 -3.431*** -1.172* -0.511 -0.178 -0.806 0.741
[-1.182;1.002] [-1.190;1.168] [-1.316;1.330] [-0.999;0.914] [-1.106;1.051] [-1.247;1.307] [-1.374;1.237] [-1.015;0.971]

PLE Pass Rate 0.003*** 0.001 0.002 -0.003*** 0.007*** 0.001 -0.000 -0.003***
[-0.002;0.001] [-0.002;0.001] [-0.002;0.002] [-0.001;0.001] [-0.002;0.002] [-0.002;0.001] [-0.001;0.002] [-0.001;0.001]

Number of Teachers -0.157 -0.120 0.583*** 0.163 0.479*** 0.212* 0.080 -0.259***
[-0.174;0.195] [-0.209;0.206] [-0.202;0.217] [-0.170;0.158] [-0.179;0.177] [-0.206;0.192] [-0.193;0.209] [-0.162;0.175]

Notes: Estimates use the main analysis sample. Each row represents the treatment-control mean differences in the value of a given variable. We subtract the overall average

treatment effect for each variable taking the differences. Each column presents differences for the corresponding group of quartiles. Bootstrapped 90% confidence intervals in brackets.

∗p < 0.1; ∗ ∗ p < 0.05; ∗ ∗ ∗p < 0.01.
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Table 5
Systematic Variation in Treatment Effects

Base Model Covariates of:

Students Teachers Schools All

(1) (2) (3) (4) (5)

Full-cost 1.396*** 1.337*** 1.325*** 1.448*** 1.395***
(0.116) (0.143) (0.131) (0.120) (0.147)

Reduced-cost 0.738*** 0.719*** 0.791*** 0.759*** 0.896***
(0.108) (0.133) (0.102) (0.118) (0.129)

Full-cost*1(BL Missing) -0.248* -0.279**
(0.130) (0.126)

Reduced-cost*1(BL Missing) -0.148 -0.165
(0.105) (0.100)

Full-cost*1(Male) -0.037 -0.032
(0.103) (0.102)

Reduced-cost*1(Male) -0.102 -0.104
(0.097) (0.094)

Full-cost*Age 0.076 0.055
(0.059) (0.051)

Reduced-cost*Age 0.032 -0.013
(0.058) (0.051)

Full-cost*Baseline Test Score 0.085 0.077
(0.135) (0.132)

Reduced-cost*Baseline Test Score 0.069 0.071
(0.145) (0.141)

Full-cost*1(Male Teacher) 0.379 0.390
(0.255) (0.245)

Reduced-cost*1(Male Teacher) -0.282 -0.277
(0.247) (0.240)

Full-cost*Teacher’s Age -0.014 -0.003
(0.033) (0.032)

Reduced-cost*Teacher’s Age 0.000 -0.024
(0.031) (0.035)

Full-cost* Teacher’s experience -0.000 0.002
(0.035) (0.034)

Reduced-cost* Teacher’s experience 0.005 0.040
(0.030) (0.036)

Full-cost*Years of Education -0.038 -0.005
(0.104) (0.096)

Reduced-cost*Years of Education -0.028 0.095
(0.090) (0.084)

Full-cost*School’s Enrollment 0.001 0.001
(0.001) (0.001)

Reduced-cost*School’s Enrollment 0.002 0.002
(0.001) (0.001)

Full-cost*Pupil-Teacher-Ratio -0.002 0.001
(0.018) (0.017)

Reduced-cost*Pupil-Teacher-Ratio -0.016 -0.012
(0.013) (0.013)

Full-cost*PLE Pass Rate -0.800 -0.067
(4.558) (4.714)

Reduced-cost*PLE Pass Rate -4.281 -4.552
(4.801) (5.201)

Full-cost*Number of Teachers -0.043 -0.040
(0.084) (0.083)

Reduced-cost*Number of Teachers -0.119* -0.126*
(0.071) (0.070)

Observations 4,868 4,868 4,868 4,868 4,868
R-squared 0.179 0.181 0.186 0.193 0.202
Adj-R-Squared 0.170 0.171 0.175 0.183 0.188
Group*Year*Cohort FE Yes Yes Yes Yes Yes

Notes: Estimates use the main analysis sample. Outcome is the Leblango reading score, standardized with respect to the control group.

Regressions are estimated using equation 7. Each specification also includes main effects for all of the covariates that are interacted with

the treatment indicators. All covariates interacted are de-meaned prior to estimation. ∗p < 0.1; ∗ ∗ p < 0.05; ∗ ∗ ∗p < 0.01.
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Table 6
Post-LASSO Coefficients for Median Models Across 30 Sample Splits

Full Covariate Set Restricted Covariate Set

(1) (2) (3) (4)

Full-cost 1.471*** 1.749*** 1.792***
(0.134) (0.263) (0.264)

Reduced-cost 2.230** 0.631 0.866*** 0.978***
(0.976) (1.080) (0.101) (0.183)

Full-cost*1(BL Missing) -0.172* -0.173*
(0.096) (0.094)

Reduced-cost*1(BL Missing) -0.122*
(0.072)

Full-cost*1(Male) -0.029 -0.032
(0.092) (0.092)

Reduced-cost*1(Male) -0.121
(0.076)

Reduced-cost*Age -0.018
(0.040)

Full-cost*1(BL group 1) -0.689*** -0.357 -0.394*
(0.149) (0.233) (0.231)

Reduced-cost*1(BL group 1) -0.135
(0.138)

Full-cost*1(BL group 2) -0.179 -0.174
(0.324) (0.325)

Full-cost*1(Male Teacher) 0.348** 0.648*** 0.433*
(0.157) (0.214) (0.240)

Reduced-cost*1(Male Teacher) -0.289
(0.224)

Full-cost*Teacher’s Age -0.030 -0.047
(0.027) (0.042)

Reduced-cost*Teacher’s Age -0.023 -0.000 -0.026
(0.025) (0.022) (0.031)

Full-cost* Teacher’s experience 0.013 0.001 -0.003 -0.002
(0.028) (0.045) (0.016) (0.014)

Reduced-cost* Teacher’s experience 0.037 0.012
(0.035) (0.013)

Reduced-cost*Years of Education 0.126** 0.121**
(0.056) (0.052)

Full-cost*School’s Enrollment 0.001** 0.001*
(0.000) (0.000)

Reduced-cost*Pupil-Teacher-Ratio 0.001 0.007 0.007
(0.006) (0.005) (0.005)

Full-cost*PLE Pass Rate -2.276 -0.548
(5.020) (3.833)

Reduced-cost*PLE Pass Rate -9.370*** -9.262 -6.148
(3.295) (5.837) (4.132)

Full-cost*Student’s Age2 -0.009 -0.065***
(0.016) (0.019)

Full-cost*ln(Student’s Age) 0.618***
(0.205)

Full-cost*ln(Teacher’s Age) 0.704*
(0.386)

Full-cost*Teacher’s Experience2 -0.000
(0.001)

Full-cost*ln(Teacher’s Experience) -0.144
(0.387)

Full-cost*1(Male Teacher)*School’s Enrollment -0.000
(0.001)

Full-cost*1(Male Teacher)*Pupil-Teacher-Ratio -0.028***
(0.010)

Full-cost*1(Male Teacher)*Number of Teachers 0.040
(0.049)

Full-cost*Teacher’s Age*PLE Pass Rate -0.201
(0.493)
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Table 6
Post-Lasso Coefficients Among Median Models in 30 Sample Splits (continued)

Full Covariate Set Restricted Covariate Set

(1) (2) (3) (4)

Full-cost*Teacher’s Age*Number of Teachers 0.009*** 0.011***
(0.003) (0.003)

Full-cost*Teacher’s Experience*Pupil-Teacher-Ratio 0.002*** -0.001
(0.001) (0.001)

Full-cost*Teacher’s Experience*Number of Teachers -0.008**
(0.004)

Full-cost*Years of Education*School’s Enrollment -0.001***
(0.000)

Full-cost*Years of Education*Number of Teachers 0.002 -0.036**
(0.019) (0.018)

Full-cost*School’s Enrollment*PLE Pass Rate -0.015 -0.009
(0.012) (0.011)

Full-cost*Pupil-Teacher-Ratio*PLE Pass Rate 0.614*** 0.803***
(0.210) (0.214)

Reduced-cost*Student’s Age2 -0.039
(0.048)

Reduced-cost*Student’s Age3 -0.001
(0.011)

Reduced-cost*ln(Student’s Age) -0.128 0.335
(0.171) (0.229)

Reduced-cost*Teacher’s Age3 -0.000
(0.000)

Reduced-cost*ln(Teacher’s Age) -0.321 -0.245
(0.338) (0.382)

Reduced-cost*Teacher’s Experience3 0.000***
(0.000)

Reduced-cost*ln(Teacher’s Experience) 0.300
(0.206)

Reduced-cost*1(Male Teacher)*Pupil-Teacher-Ratio -0.005
(0.006)

Reduced-cost*Teacher’s Age*Years of Education -0.017*** -0.021**
(0.007) (0.008)

Reduced-cost*Teacher’s Age*Pupil-Teacher-Ratio -0.001
(0.001)

Reduced-cost*Teacher’s Experience*Pupil-Teacher-Ratio 0.001***
(0.000)

Reduced-cost*Years of Education*Pupil-Teacher-Ratio 0.004*
(0.002)

Reduced-cost*Years of Education*Number of Teachers -0.007
(0.009)

Reduced-cost*Pupil-Teacher-Ratio*PLE Pass Rate 0.014
(0.158)

Reduced-cost*Pupil-Teacher-Ratio*Number of Teachers 0.002***
(0.001)

Reduced-cost*PLE Pass Rate*Number of Teachers -1.921*** -1.876***
(0.423) (0.493)

Observations 4,868 4,868 4,868 4,868
R-squared 0.226 0.227 0.197 0.197
Number of Selected Vars 23 28 15 15
Number of total Interactions 48 48 48 48
Percentage of Selected Variables 47.9% 58.3% 31.3% 31.3%
Adj-R-Squared 0.213 0.213 0.186 0.186
Mean full-cost CATE 1.433 1.521 1.385 1.397
Mean reduced-cost CATE 0.976 0.947 0.852 0.782
Median full-cost CATE 1.505 1.612 1.425 1.435
Median reduced-cost CATE 1.014 1.017 0.859 0.783
Group*Year*Cohort FE Yes Yes Yes Yes

Notes: Estimates use the main analysis sample. The table presents the coefficients selected by a cross-validated LASSO

algorithm. Columns (1) and (2) present the full covariate set. Columns (3) and (4) present the restricted covariate set The

presented sample splits for each covariate set are the ones with the median adjusted r-squared across the 30 sample splits.

Standard Errors clustered at the school level and condition on stratification cells. All specifications include stratification

cell fixed effects. ∗p < 0.1; ∗ ∗ p < 0.05; ∗ ∗ ∗p < 0.01.

53



Table 7
Top 20 Variables Selected Most Often

Full Covariate Set Restricted Covariate Set

Variable Freq. Variable Freq
(1) (2) (3) (4)

Full-cost*Teacher’s Age 27 Reduced-cost*PLE Pass Rate 28
Full-cost*Pupil-Teacher-Ratio*PLE Pass Rate 27 Full-cost*School’s Enrollment 25
Full-cost*Teacher’s Age*Number of Teachers 26 Full-cost*1(Male Teacher) 25
Full-cost*ln(Student’s Age) 26 Full-cost*1(BL group 1) 23
Full-cost*Student’s Age2 25 Reduced-cost*1(Male Teacher) 23
Full-cost*ln(Teacher’s Experience) 22 Full-cost*1(BL Missing) 20
Reduced-cost*ln(Student’s Age) 21 Reduced-cost*Pupil-Teacher-Ratio 18
Full-cost*Teacher’s Age3 21 Reduced-cost* Teacher’s experience 18
Full-cost*1(Male Teacher)*Pupil-Teacher-Ratio 20 Full-cost*Age 16
Full-cost*Years of Education*School’s Enrollment 20 Reduced-cost*1(BL Missing) 13
Reduced-cost*ln(Teacher’s Age) 19 Full-cost*Pupil-Teacher-Ratio 13
Reduced-cost*Teacher’s Experience3 18 Reduced-cost*Years of Education 13
Reduced-cost*Student’s Age2 18 Full-cost*PLE Pass Rate 10
Reduced-cost*Teacher’s Age 17 Reduced-cost*1(Male) 9
Full-cost*ln(Teacher’s Age) 17 Full-cost* Teacher’s experience 9
Full-cost*Teacher’s Experience3 16 Full-cost*1(BL group 2) 8
Reduced-cost*PLE Pass Rate*Number of Teachers 16 Full-cost*Years of Education 7
Reduced-cost*Teacher’s Age3 15 Reduced-cost*School’s Enrollment 7
Full-cost*Years of Education*Number of Teachers 15 Reduced-cost*Age 6
Full-cost*Teacher’s Age*PLE Pass Rate 15 Full-cost*1(Male) 6

Notes: This table displays the 20 variables included most often across the 30 sample splits, and the

number of times they are included. Columns (1) and (2) refer to the full covariate set, whereas columns

(3) and (4) refer to the restricted covariate set.
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Table 8
Characteristics by Sign of ACATE

Full-Cost Reduced-Cost

ACate < 0 ACate ≥ 0 Diff. ACate < 0 ACate ≥ 0 Diff.
(1) (2) (3) (4) (5) (6)

Students Stand. Baseline result -0.14 -0.09 -0.05*** -0.10 -0.09 -0.01***
1(BL Missing) 0.57 0.51 0.07 0.63 0.50 0.13
1(Male) 0.49 0.50 -0.02*** 0.51 0.50 0.00
Age 9.24 9.83 -0.58*** 9.30 9.83 -0.53***

Teachers 1(Male Teacher) 0.45 0.64 -0.19*** 0.53 0.64 -0.11***
Teacher’s Age 43.82 39.35 4.47 46.86 39.20 7.66
Teacher’s Experience 16.57 12.83 3.75 15.62 12.82 2.80
1(Teacher’s Experience <=4) 0.12 0.17 -0.05*** 0.07 0.17 -0.10***
1(Teacher’s Experience >4) 0.88 0.83 0.05 0.93 0.83 0.10
Years of Education 16.01 14.62 1.39 15.65 14.62 1.03

Schools School’s Enrollment 1208.61 891.17 317.45 1244.79 886.41 358.38
Pupil-Teacher-Ratio 73.52 69.08 4.44 55.22 69.69 -14.47***
PLE Pass Rate 0.46 0.32 0.14 0.52 0.32 0.20
Number of teachers 19.10 13.66 5.44 24.59 13.40 11.19

Notes: Estimates use the main analysis sample. ACATEs are the average predicted treatment effect across all 30

sample splits for the full covariate set. Columns (1) to (3) refer to the full-cost version of the program. Columns (4) to

(6) refer to the reduced-cost version. The presented sample splits for each model are the ones with the median adjusted

r-squared across the 30 sample splits. All specifications include stratification cell fixed effects. Heteroskedasticity-

robust standard errors, clustered by school, in parentheses: ∗p < 0.1; ∗ ∗ p < 0.05; ∗ ∗ ∗p < 0.01.
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Figures

Figure 1
Quantile Treatment Effects

(a) Full-cost Program
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Notes: Estimates use the main analysis sample. Outcome is the Leblango reading test score index standard-
ized with respect to the control group. Solid lines are quantile treatment effect estimates as described in
Section 6.2.2; gray regions are bootstrapped 95% confidence intervals. The dark dashed line is the average
treatment effect, with the 95% confidence interval indicated via light dashed lines.
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Figure 2
Test Score Transition
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Notes: Sample is 2,395 students with a complete set of moderators and baseline results (723 control, 849
full-cost treatment, 823 reduced-cost treatment). Graph presents the share of students from each quartile of
baseline scores who end up in the fourth quartile of endline scores.
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Figure 3
Kernel Density of ACATEs
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Notes: Estimates use the main analysis sample. Kernels estimated using
optimal bandwidths that minimize the mean squared error, which equal
0.0886 for the full-cost and 0.0392 for the reduced-cost version. ACATEs
are the average predicted treatment effect across all 30 sample splits for the
full covariate set.
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Figure 4
Mean Differences in CATEs by Student Characteristics
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(b) Reduced-Cost Version
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Notes: Estimates use the main analysis sample. The graph presents the average difference of the ACATEs,
for the full covariate set, by whether various characteristics are high or low. “High” means the variable is
equal to one for binary characteristics, or is above the median for continuous characteristics; “low” is the
complement of high. Whiskers indicate 95% confidence intervals for the difference between high and low,
computed using 200 bootstrap replications. Differences are computed using the ACATEs estimated with the
full covariate set.
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A Online Appendix

A.1 Online Appendix Figures

Online Appendix Figure 1
Kernel Density of ACATEs for Restricted Model
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Notes: Estimates use the main analysis sample. Kernels estimated
using optimal bandwidths, which correspond to 0.0321 for the full-cost
and 0.0259 for the reduced-cost version. The presented sample splits
for each model are the ones with the median adjusted r-squared across
the 30 sample splits. All specifications include stratification cell fixed
effects.
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Online Appendix Figure 2
Distribution of ACATEs without Discretizing Baseline

Exam Scores
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Notes: Estimates use the main analysis sample. ACATEs for the full
covariate set. Kernels estimates use optimal bandwidths, which cor-
respond to 0.0547 for the full-cost and 0.0194 for the reduced-cost
version.

A.2 Online Appendix Tables

Online Appendix Table 1
Sample Composition

Control Reduced-Cost Full-Cost Total
Version Version

(1) (2) (3) (4)

Initial Sample 1,974 2,020 2,112 6,106
Missing Endline Scores 1 0 0 1
Missing Moderators 546 339 352 1,237

Main Analysis Sample 1,427 1,681 1,760 4,868
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Online Appendix Table 2
Balance Across Treatment Arms

Control Reduced-Cost Full-Cost p-values
Version Version (1)-(3) (1)-(2) Joint-F

(1) (2) (3) (4) (5) (6)

Baseline Score Index -0.11 -0.10 -0.08 0.193 0.648 0.410
1(BL Missing) 0.49 0.51 0.52 0.136 0.222 0.270
1(Male) 0.51 0.49 0.51 0.689 0.180 0.406
Age 9.78 9.83 9.82 0.506 0.323 0.606
1(Male Teacher) 0.55 0.61 0.73 0.054 0.501 0.118
Teacher’s Age 40.72 39.98 37.95 0.069 0.619 0.166
Teacher’s Experience 14.54 13.14 11.39 0.012 0.267 0.042
Years of Education 14.56 14.50 14.88 0.090 0.760 0.101
Overall Pupil Enrollment 875.66 959.88 859.58 0.698 0.043 0.078
Pupil-Teacher-Ratio 67.35 72.86 67.16 0.951 0.069 0.144
PLE Pass Rate 0.05 0.05 0.05 0.642 0.950 0.826
Overall number of teachers 13.97 13.93 13.50 0.419 0.939 0.671

Notes: Estimates use the main analysis sample. Columns (1)-(3) present means for the control,

reduced-cost, and full-cost versions, respectively. Column (4) presents p-values for the null of

equality of means between the control and the full cost version, column (5) presents p-values for

the null of equality of means between the control and the reduced-cost version of the program,

and column (6) presents the p-value for a joint F-test of the equality of means across all three

study arms. The p-values are obtained running a regression of the given outcome on full- and

reduced cost-version dummies including stratification fixed effects, and clustering at the school

level. The baseline score index corresponds to a standardized measure where the missing have

been replaced by zeroes.
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Online Appendix Table 3
Performance of Bootstrap Standard Errors for the Estimated Standard Deviation of

Impacts

(1) (2)
Parameter Sample 1 Sample 2

1,760 Treatments 1,681 Treatments
1,427 Controls 1,427 Controls

Population impact standard deviation 0.000 0.000
Mean of data sample estimates 0.064 0.066
Std. Dev. of data sample estimates 0.025 0.026
Mean of boostrap standard errors 0.010 0.011
Std. dev. of bootstrap standard errors 0.008 0.009

Notes: Estimates are based on 250 data samples of the indicated size. All the sample

are drawn from the control group. Faux treatment groups are created by adding 0.5

to an independent draw from the control group. Percentiles of the treatment and

control groups samples are then calculated. Estimates of impact standard deviation

are equivalent to the standard deviation of the difference between the percentiles of

the control and the faux treatment group. Rows two and three present the mean

and standard deviation, respectively, of such estimates across the 250 data samples.

Bootstrap standard errors are calculated by drawing 250 bootstrap samples for each

data sample. Rows three and four present the mean and standard deviation of the

bootstrap standard errors across the 250 data samples.

Online Appendix Table 4
Monte Carlo p-values for the Null Hypothesis of a Zero Impact Standard Deviation

(1) (2)
P-Value Cutoff Value for Cutoff Value for

1,760 Treatments 1,681 Treatments
1,427 Controls 1,427 Controls

0.500 0.056 0.057
0.400 0.062 0.062
0.300 0.068 0.069
0.200 0.076 0.077
0.100 0.088 0.089
0.050 0.099 0.101
0.010 0.123 0.126
0.001 0.157 0.153
0.000 0.193 0.193

Notes: Estimates are based on 10,000 random samples

of the indicated size. All the sample are drawn from

the control group.
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Online Appendix Table 5
Test of Equality of Quantile Treatment Effects

Statistics Full-cost Program Reduced-cost Program
(1) (2)

F-Stat 1,091.873 59.977
(0.000) (0.000)

Notes: This table presents the F-statistic and the associated

p-value (in parentheses) for an equality of coefficients test.

The tested coefficients correspond to those of the 19 ventiles.
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Online Appendix Table 6
Unconditional Treatment-Control Differences at Quantiles of the Outcome Distribution

Full-Cost Reduced-Cost

0-25th Perc. 25-50th Perc. 50-75th Perc. 75-100th Perc. 0-25th Perc. 25-50th Perc. 50-75th Perc. 75-100th Perc.

(1) (2) (3) (4) (5) (6) (7) (8)

Baseline Test Score -0.035* -0.003 0.002 0.035 -0.016 0.005 -0.012 0.023
[-0.029;0.032] [-0.032;0.035] [-0.042;0.042] [-0.081;0.078] [-0.029;0.031] [-0.033;0.033] [-0.042;0.041] [-0.077;0.075]

1(BL Missing) 0.068* -0.084** 0.030 -0.015 0.046 -0.072** 0.029 -0.006
[-0.059;0.057] [-0.060;0.060] [-0.060;0.061] [-0.059;0.062] [-0.057;0.056] [-0.059;0.061] [-0.058;0.061] [-0.057;0.059]

1(Student Male) 0.047 -0.057 -0.036 0.043 0.081** -0.042 -0.072** 0.028
[-0.065;0.058] [-0.064;0.059] [-0.060;0.057] [-0.057;0.059] [-0.057;0.061] [-0.062;0.059] [-0.062;0.056] [-0.055;0.058]

Student’s Age -0.028 -0.099 0.159* -0.036 -0.021 -0.075 0.071 0.022
[-0.148;0.145] [-0.145;0.140] [-0.150;0.129] [-0.126;0.122] [-0.146;0.136] [-0.141;0.128] [-0.148;0.136] [-0.127;0.127]

1(Male Teacher) -0.097*** -0.026 0.020 0.106*** -0.002 0.014 -0.039 0.029
[-0.058;0.056] [-0.055;0.062] [-0.060;0.061] [-0.054;0.057] [-0.054;0.057] [-0.053;0.056] [-0.054;0.058] [-0.052;0.054]

Teacher’s Age -0.555 0.930 -0.516 0.199 -1.385** 0.942 -0.038 0.564
[-1.010;1.033] [-0.991;1.048] [-0.940;0.984] [-0.873;0.863] [-0.991;0.969] [-0.993;0.979] [-0.995;0.966] [-0.846;0.857]

Teacher’s Experience -0.050 0.657 -0.587 0.001 -0.617 0.754 -0.215 0.117
[-0.865;0.828] [-0.840;0.891] [-0.812;0.884] [-0.847;0.802] [-0.851;0.845] [-0.835;0.840] [-0.914;0.845] [-0.796;0.807]

Years of Education -0.040 0.135 -0.061 -0.034 -0.019 0.106 0.041 -0.126
[-0.148;0.141] [-0.156;0.150] [-0.151;0.137] [-0.146;0.135] [-0.149;0.140] [-0.148;0.147] [-0.147;0.146] [-0.140;0.136]

School’s Enrollment 44.819** -0.629 -27.224 -17.755 27.210 40.559* 5.107 -73.242***
[-34.890;34.044] [-36.384;37.747] [-36.374;36.131] [-38.372;33.186] [-35.002;34.717] [-37.753;38.134] [-39.658;36.627] [-36.990;32.410]

Pupil-Teacher-Ratio -0.616 0.527 -1.785 1.997* -2.097 2.162 -1.013 1.112
[-2.410;2.117] [-2.236;2.347] [-2.220;2.275] [-1.962;1.915] [-2.233;2.108] [-2.206;2.202] [-2.406;2.317] [-1.955;1.911]

PLE Pass Rate -0.001 0.003 0.001 -0.003* 0.005*** 0.002 -0.001 -0.007***
[-0.003;0.003] [-0.003;0.003] [-0.003;0.003] [-0.003;0.003] [-0.003;0.003] [-0.003;0.003] [-0.003;0.003] [-0.003;0.003]

Number of Teachers 0.564 0.170 -0.176 -0.568 0.616 0.516 0.177 -1.321***
[-0.690;0.715] [-0.724;0.683] [-0.691;0.616] [-0.677;0.632] [-0.682;0.695] [-0.667;0.657] [-0.710;0.681] [-0.669;0.657]

Notes: Estimates use the main analysis sample. Each row represents the unconditional treatment-control mean differences in the value of a given variable. We subtract the overall

average treatment effect for each variable taking the differences. Each column presents differences for the corresponding group of quartiles. Bootstrapped 90% confidence intervals in

brackets: ∗p < 0.1; ∗ ∗ p < 0.05; ∗ ∗ ∗p < 0.01.

65



Online Appendix Table 7
Results of Conducting Principal Component Analysis on Moderators

Eigenvectors

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

Eigenvalue 2.13 1.81 1.36 1.24 1.12 1.03 0.93 0.85 0.71 0.68 0.11 0.03
Prop. of Var. Explained 0.18 0.15 0.11 0.10 0.09 0.09 0.08 0.07 0.06 0.06 0.01 0.00
Cum. Prop. Explained 0.18 0.33 0.44 0.54 0.64 0.72 0.80 0.87 0.93 0.99 1.00 1.00

Baseline Test Score -0.01 0.03 -0.29 0.65 -0.03 0.04 -0.17 -0.07 0.67 -0.08 -0.00 -0.00
1(BL Missing) 0.04 -0.15 0.35 -0.56 0.17 0.03 -0.11 0.15 0.68 -0.10 -0.00 0.01
1(Student Male) -0.06 0.00 0.02 0.05 0.47 0.59 0.51 -0.37 0.03 -0.11 0.00 0.00
Student’s Age -0.10 0.05 0.15 0.24 0.57 0.23 -0.37 0.59 -0.18 0.12 0.01 0.01
1(Male Teacher) 0.13 0.36 0.11 -0.10 -0.25 0.46 -0.31 -0.23 0.08 0.64 -0.01 0.00
Teacher’s Age 0.55 0.35 0.03 0.01 0.17 -0.15 0.03 -0.02 0.00 -0.12 0.71 -0.00
Teacher’s Experience 0.54 0.34 -0.01 0.01 0.22 -0.21 0.14 0.04 0.03 0.00 -0.69 -0.00
Years of Education 0.27 0.03 -0.07 -0.04 -0.44 0.55 -0.05 0.35 -0.08 -0.53 -0.08 -0.02
School’s Enrollment 0.29 -0.41 0.47 0.31 -0.14 0.01 0.18 0.05 -0.01 0.20 0.01 -0.58
Pupil-Teacher-Ratio -0.20 0.30 0.50 0.24 -0.25 -0.07 0.44 0.27 0.10 0.07 0.04 0.46
PLE Pass Rate 0.09 -0.13 -0.53 -0.16 -0.04 0.06 0.45 0.48 0.15 0.44 0.11 -0.04
Number of Teachers 0.40 -0.57 0.03 0.09 0.03 0.06 -0.11 -0.11 -0.07 0.13 -0.01 0.67

Notes: Estimates use the main analysis sample. Columns represent the 12 estimated principal components for the 12

moderators we use to examine systematic variation in treatment effects.
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Online Appendix Table 8
Fréchet-Höffding Bounds

Removing Systematic Variation

Full-cost Program Reduced-cost Program

Rank Rank Rank Rank
Preservation Inversion Preservation Inversion

(1) (2) (3) (4)

Percentiles under control status
5th -0.238 5.578 -0.124 4.623

(0.043) (0.116) (0.051) (0.145)
25th 0.401 3.222 0.295 2.226

(0.072) (0.158) (0.048) (0.122)
50th 1.382 1.382 0.770 0.770

(0.175) (0.175) (0.084) (0.084)
75th 2.481 -0.340 1.485 -0.446

(0.180) (0.118) (0.153) (0.102)
95th 2.911 -2.905 1.957 -2.791

(0.203) (0.169) (0.208) (0.170)

Impact Standard Deviation 1.079 2.640 0.660 2.257
(0.023) (0.014) (0.018) (0.010)

Outcome Correlation 0.925 -0.689 0.971 -0.619
(0.014) (0.020) (0.008) (0.015)

Fraction Positive 0.889 0.697 0.909 0.677
(0.021) (0.017) (0.021) (0.018)

Notes: Estimates use the main analysis sample. Table presents Fréchet-Höffding bounds of

the EGRA Leblango test score index distribution, computed as described in Section 5.1. Prior

to estimating the bounds, we subtract each student’s estimated systematic variation from the

outcome. Standard errors computed using 1,000 bootstrap replications.
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Online Appendix Table 9
Values for the Penalty Coefficient (λ) Across Sample Splits

Sample Split Full Covariate Set Restricted Covariates Set
(1) (2)

1 147.422 5.345
2 163.343 5.692
3 164.344 2.741
4 167.077 2.250
5 196.729 5.084
6 80.171 7.475
7 150.563 1.842
8 51.673 4.322
9 192.289 9.323

10 41.576 5.125
11 499.145 2.822
12 156.058 11.913
13 65.231 6.491
14 105.815 6.182
15 240.514 9.094
16 100.837 8.116
17 136.633 8.957
18 74.747 8.763
19 274.670 3.692
20 637.811 5.862
21 173.471 5.396
22 86.077 3.698
23 100.251 2.282
24 122.340 10.840
25 95.264 2.021
26 138.474 13.838
27 231.067 19.288
28 104.896 3.779
29 84.036 0.293
30 41.910 13.236

Note: The penalty parameters correspond to those that minimize

the mean-squared prediction error after a 10 K-fold cross-validation

procedure.
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Online Appendix Table 10
Descriptive Statistics of Aggregated CATEs

Outcome Mean Median S.D. Min. Max. Mean S.E.
(1) (2) (3) (4) (5) (6)

Full Covariate Set Full-Cost Model 1.489 1.530 0.682 -2.115 4.247 0.522
Reduced-Cost Model 0.911 0.990 0.373 -1.224 1.757 0.356

Restricted Covariate Set Full-Cost Model 1.389 1.384 0.217 0.739 2.242 0.306
Reduced-Cost Model 0.806 0.806 0.172 0.236 1.202 0.300

Notes: Columns (1) to (5) present the mean, median, standard deviation, minimum, and maximum, re-

spectively. Column (6) presents the standard error of the mean computed using 200 bootstrap replications.

For each bootstrap sample we average across the ACATEs all 30 sample splits, and then take the standard

deviation of the resulting 200 averages.

Online Appendix Table 11
Fréchet-Höffding Bounds

Removing Systematic Variation Using the LASSO Full Model

Full-cost Program Reduced-cost Program

Rank Rank Rank Rank
Preservation Inversion Preservation Inversion

Percentiles under control status (1) (2) (3) (4)

5th 3.135 8.852 -0.015 4.566
(0.056) (0.099) (0.057) (0.115)

25th 3.865 6.585 0.299 2.287
(0.086) (0.115) (0.050) (0.116)

50th 4.790 4.790 0.825 0.825
(0.123) (0.123) (0.091) (0.091)

75th 5.844 3.124 1.546 -0.442
(0.147) (0.126) (0.152) (0.110)

95th 6.185 0.468 1.899 -2.682
(0.198) (0.177) (0.193) (0.177)

Fraction Positive 1.000 0.970 0.949 0.677
(0.000) (0.007) (0.017) (0.018)

Impact Standard Deviation 1.021 2.589 0.648 2.239
(0.023) (0.013) (0.019) (0.011)

Outcome Correlation 0.923 -0.708 0.968 -0.626
(0.013) (0.020) (0.009) (0.018)

Notes: Estimates use the main analysis sample. Table presents Fréchet-Höffding bounds of the

EGRA Leblango test score index distribution, computed as described in Section 5.1. Prior to

estimating the bounds, we subtract each student’s average ACATE as computed in the LASSO full

model from her respective outcome. Standard errors computed using 1,000 bootstrap replications.
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